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Abstract

With the advancement of information and communication technology, social networking and microblogging sites have become a vital source of information. Individuals can express their opinions, grievances, feelings, and attitudes about a variety of topics. Through microblogging platforms, they can express their opinions on current events and products. Sentiment analysis is a significant area of research in natural language processing because it aims to define the orientation of the sentiment contained in source materials. Twitter is one of the most popular microblogging sites on the internet, with millions of users daily publishing over one hundred million text messages (referred to as tweets). Choosing an appropriate term representation scheme for short text messages is critical. Term weighting schemes are critical representation schemes for text documents in the vector space model. We present a comprehensive analysis of Turkish sentiment analysis using nine supervised and unsupervised term weighting schemes in this paper. The predictive efficiency of term weighting schemes is investigated using four supervised learning algorithms (Naive Bayes, support vector machines, the k-nearest neighbor algorithm, and logistic regression) and three ensemble learning methods (AdaBoost, Bagging, and Random Subspace). The empirical evidence suggests that supervised term weighting models can outperform unsupervised term weighting models.
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1. Introduction

With the tremendous growth of social media and microblogging sites, the enormous quantity of information available will serve as an important source for decision making, regarding products, services, and policies (Onan, 2017; Onan, 2018). People may express their views, complaints, feelings, and attitudes towards subjects. They can express their ideas about current issues, and products through microblogging platforms.

Twitter is one of the most common microblogging sites in the world, in which millions of people publishing more than one hundred million text messages (referred as, tweets) every single day. On Twitter, users can send short messages with a character limit of 280. On Twitter, users can post messages about real-word events occurring around the world, aside from personal tweets. Many incidents are now being posted on Twitter for the first time, as near
real-time as it occurs (Samant et al., 2019). The content created by users on Twitter provides researchers and practitioners with a valuable source of information, which can be employed for several applications, including earthquake prediction (Sakaki et al., 2010), influenza epidemics (Woo et al., 2018), and crisis management (Hecht et al., 2011).

Sentiment analysis is a task in natural language processing, which seeks to identify the semantic orientation of text documents, with the use of tools and techniques from computer science, data science and statistics (Onan and Korukoğlu, 2017). Sentiment analysis can be employed to obtain useful information from unstructured text documents. Traditional application fields for sentiment analysis include the detection of public sentiment for policy-making purposes and the market analysis of goods and services based on feedbacks of consumers (Zhang et al., 2009; Fersini et al., 2014). In that sense, organized, insightful knowledge obtainable by recognizing subjective information from online content can be extremely useful for decision making, including decision support systems and individual decision makers (Onan et al., 2016). The approaches used in sentiment analysis can be divided into two groups, as machine learning-based and lexicon-based methods. In machine learning-based sentiment analysis, the identification of sentiment orientation has been modelled as a text classification problem, in which supervised learners, such as Naïve Bayes, support vector machines and artificial neural networks have been employed (Aggarwal and Zhai, 2012).

For short text messages, the identification of an appropriate term representation scheme is a crucial task. In the vector space model, term weighting schemes are important schemes to represent text documents.

In this paper, we present a comprehensive analysis on sentiment analysis in Turkish with two unsupervised term weighting schemes (i.e., term frequency, and TF-IDF) and seven supervised term weighting schemes (i.e., odds ratio, relevance frequency, balanced distributional concentration, inverse question frequency-question frequency-inverse category frequency, short text weighting, and inverse gravity moment and regularized entropy). Four supervised learning algorithms (i.e., Naïve Bayes, support vector machines, k-nearest neighbor algorithm and logistic regression) and three ensemble learning methods (i.e., AdaBoost, Bagging and Random Subspace) are used to explore the predictive efficiency of the term weighting schemes. To the best of our knowledge, it is the first study in Turkish text sentiment classification, where supervised and unsupervised term weighting schemes have been comprehensively evaluated in conjunction with supervised learning models and ensemble classification models. The experimental results indicate that supervised term weighting models can outperform unsupervised term weighting models.

The remainder of the paper is structured as follows: Related work on sentiment analysis is discussed in Section 2. Section 3 presents the term weighting schemes. Section 4 presents classifiers, Section 5 presents the ensemble methods. The experimental procedure, dataset and the empirical results are discussed in Section 6. The concluding remarks have been presented in Section 7.

2. Related Work

Sentiment analysis on the content created by users on Twitter has attracted great research attention. The early work on sentiment analysis on Twitter data is briefly reviewed in this section.

Go et al. (2009) evaluated the predictive performance of maximum entropy and support vector machine classifiers for sentiment analysis on Twitter messages. In this study, text documents are represented using different structures such as 1-gram, 2-gram, and part-of-speech tags. It
was observed that 80% correct classification performance was achieved with the developed method. In another study, Agarwal et al. (2011) examined the effectiveness of 1-gram scheme, feature engineering-based schemes and tree-based data representation for sentiment analysis on Twitter. In the 1-gram representation, the data set is represented by using around 10000 features, while the number of features in the representation based on feature engineering was reduced to 100, but the correct classification performance was kept higher. On the other hand, it has been observed that the highest accuracy classification achievements are obtained when Twitter messages are represented using the tree structure. Similarly, Kouloumpis et al. (2011) evaluated the effectiveness of n-gram features, dictionary-based features, part-of-speech tags, and Twitter-specific features for sentiment analysis on Twitter messages. In the empirical analysis, the highest predictive performance has been obtained by n-gram features. In the study performed by De Boom et al. (2016), word2vec word embedding scheme and a weighted word embedding vector extraction method based on TF-IDF weighting function were presented to capture the semantic integrity on short text documents, such as Twitter messages. Similarly, Djaballah et al. (2019) evaluates the predictive performance of machine learning and deep learning-based schemes for sentiment analysis on Twitter messages. In experimental analysis, vectors obtained using word2vec word embedding method were considered in two different ways, namely, unweighted, and weighted vector pooling. Experimental results show that weighted vector pooling gives higher performance. The predictive performance of various n-gram models (namely unigram, bigram, and trigram) and their combinations on sentiment analysis of Turkish Twitter messages were examined by Onan (2017). In empirical research, the combination of unigram and bigram features achieves the highest predictive efficiency. In a similar way, Onan (2018) introduced an ensemble approach to sentiment analysis on Twitter based on LIWC (i.e., Linguistic Inquiry and Word Count) categories. In the study performed by Şahin (2017), vectors obtained by word2vec word embedding scheme and support vector machines have been utilized to classify Turkish text documents. In another study, Griol et al. (2020) presented an ensemble classification scheme for sentiment analysis on Twitter messages, which incorporates ensemble of feature sets based on opinion lexicons, n-grams, and word clusters in conjunction with maximum entropy classifier. Similarly, Samant et al. (2019) examined the predictive performance of supervised and unsupervised term weighting schemes for sentiment analysis on Twitter and they presented a novel improved supervised term weighting model. Recently, Carvalho and Plastino (2020) comprehensively examined the predictive performance of n-gram features, meta-level features, microblog features, part-of-speech features, surface features, emoticon features, and word embedding based features on sentiment analysis for Twitter messages.

3. Term Weighting Schemes

Term weighting schemes can be classified predominantly into two categories, as unsupervised and supervised term weighting schemes (Samant et al., 2019). For unsupervised term weighting schemes, category information is not utilized to allocate weight values to words, whereas supervised term weighting schemes use category information from the training data for a particular term. Let N denote the total number of documents in the corpus, let tf denote the frequency of the word indicating the number of times in the document a specific term has been encountered, and let df denote the number of documents in which at least one specific term has been encountered.

Term frequency (tf) is an unsupervised term weighting scheme to compute weight value \( w_{d_i t_j} \) for term \( t_j \) in document \( d_i \) as given by Equations 1 and 2 (Samant et al., 2019):
Term frequency-inverse document frequency (TF-IDF) is another unsupervised term weighting scheme on information retrieval and text mining. Term frequency represents the relative frequency of a word $t$ in a text document and inverse document frequency scales with the number of documents. TF-IDF weighting scheme can be computed as given by Equation 3:

$$w_{d,t_j} = tf * \log \left( \frac{N}{df} \right)$$  \hspace{1cm} (3)

Odds ratio (OR) is a supervised term weighting scheme, which is the ratio of the probability of occurrence of an event in one group to the probability of occurrence in another group. OR can be computed as given by Equation 4 (Quan et al., 2010):

$$OR = \log \left( \frac{tp * tn}{fp * fn} \right)$$  \hspace{1cm} (4)

where $tp$ denotes true positives, $tn$ denotes true negatives, $fp$ denotes false positives and $fn$ denotes false negatives.

Relevance frequency (RF) is another supervised term weighting scheme. In this scheme, the ratio of number of positive category (positive class label) documents consisting of the word to the number of negative category (negative class label) documents containing the word has been considered to compute weight values, as given by Equation 5 (Lan et al., 2006):

$$RF = \log \left( 2 + \frac{tp}{Max(1, fn)} \right)$$  \hspace{1cm} (5)

Balanced distributional concentration (bdc) is another supervised term weighting scheme based on entropy. Balanced distributional concentration test term $t$’s discriminating power based on its distribution in different categories ($c_i$). Balanced distributional concentration can be computed, as given by Equation 6 (Wang et al., 2015):

$$bdc = 1 - \frac{BH_t}{\log (K)}$$  \hspace{1cm} (6)

$$BH_t = - \sum_{i=1}^{K} p(t/c_i) \log \left( \frac{p(t/c_i)}{\sum_{i=1}^{K} p(t/c_i)} \right)$$  \hspace{1cm} (7)

where $K$ denotes total number of categories in the training data and $p(t/c_i)$ denotes the probability of term $t$ in category $c_i$.

Inverse question frequency-question frequency-inverse category frequency (IQF) is another supervised term weighting scheme for short text classification, which can be computed as given by Equation 8 (Quan et al., 2010):

$$iqf = \log \left( \frac{N}{tp + fn} \right) * \log(tp + 1) * \log \left( \frac{K}{cf} + 1 \right)$$  \hspace{1cm} (8)

where $cf$ denotes the number of categories that have at least one document in which $t$ has been encountered. Short text weighting (SW) is another supervised term weighting scheme for short text classification, which can be calculated as given by Equation 9:
where \( j \) denotes term present in document \( i \), which contains \(|T|\) terms and \( tf_{ij} \) denotes the frequency of it.

Inverse gravity moment (IGM) is another supervised term weighting scheme based on class-specific gravity (Chen et al., 2016). Inverse gravity moment-based weight value for a term \( t_i \) has been computed as given by Equations 10 and 11:

\[
W(t_{ij}) = 1 + \lambda \times IGM(t_i) \tag{10}
\]

\[
IGM(t_i) = \frac{f_{it}}{\sum_{r=1}^{\kappa} f_{ir} \times r} \tag{11}
\]

where \( \lambda \) is the parameter which has been set according to (Samant et al., 2019) and \( f_{ir} \) denotes term’s frequency in category \( r \).

Regularized entropy (RE) is another supervised term weighting scheme, which seeks to find a balanced weighting scheme for terms by measuring term distribution. Regularized entropy can be computed as given by Equation 12 (Wu et al., 2017):

\[
RE = b + (1 - b) \times (1 - h), \text{where } b \in [0,1] \tag{12}
\]

\[
h = -p^+ \times \log(p^+) - p^- \times \log(p^-) \tag{13}
\]

\[
p^+ = -\frac{tp / (tp + fp)}{tp / (tp + fp) + tp / fn + tn} \tag{14}
\]

\[
p^- = -\frac{fn / (fn + tn)}{tp / (tp + fp) + tp / fn + tn} \tag{15}
\]

4. Supervised Learning Models

Naïve Bayes, support vector machines, k-nearest neighbour, and logistic regression algorithm are used to evaluate the predictive efficiency of unsupervised and supervised term weighting schemes.

Naïve Bayes algorithm (NB) is a probabilistic classification algorithm based on Bayes’ theorem. Owing to the assumption of conditional independence, it has a basic structure. It can be used efficiently in text and web mining applications, despite its simple structure (Onan, 2016).

Support vector (SVM) machines are supervised learning algorithms that can be used to solve problems with classification and regression based on maximum margin hyperplane. To classify both linear and non-linear data, they can be applied effectively (Onan, 2017). To solve classification or regression problems, support vector machines construct a hyperplane in a higher dimensional space. By reaching the greatest distance to the nearest training data points of classes, the hyperplane seeks to make a good separation.

An instance-based classifier is the K-nearest Neighbour Algorithm (KNN). The class label of each instance in the KNN algorithm is calculated based on the k-nearest neighbours of the instance. A majority voting mechanism is used to decide the class label, based on the predictions of neighbouring instances.
Logistic regression (LR) is a linear classification algorithm that uses a linear function of a collection of predictor variables to model the likelihood of occurrence of any event (Kantardzic, 2011). Linear regression can provide good outcomes. The membership values produced by linear regression, however, cannot always be within the [0-1] range, which is not an acceptable probability range. A linear model is based on the transformed target variable in logistic regression, while removing the stated problem.

5. Ensemble Learning Models

Three ensemble learning methods (i.e., AdaBoost, Bagging and Random Subspace) are used to explore the predictive efficiency of the term weighting schemes.

The AdaBoost algorithm is a common method of ensemble learning that aims to obtain a robust classification system by focusing on hard-to-classify data points (Freund and Schapire, 1996). The weight values assigned to the training set instances are modified in this method such that the weight values of misclassified instances are increased, while the weight values of properly classified instances are reduced. The learning algorithms therefore concentrate on the classification of difficult cases.

Bagging (Bootstrap aggregating) is a common method of ensemble learning that aims to achieve a single prediction with higher predictive output by combining weak algorithms of learning trained on different training sets (Breiman, 1996). Different training sets are obtained in this scheme by simple random sampling with substitution. By majority voting or weighted voting, the forecasts of poor learning algorithms are combined.

The random subspace algorithm is an ensemble learning algorithm that combines many classifiers trained on randomly selected subspaces of functions (Ho, 1998). The algorithm aims to avoid over-fitting by training the weak learning algorithms on various samples of the feature space, thus providing high predictive efficiency.

6. Experimental Procedure and Empirical Results

This section presents the experimental procedure, evaluation measures, and the empirical results of the study.

In the experimental analysis, a data set containing Turkish Twitter messages was created to evaluate the performance of the unsupervised and supervised term weighting schemes. The dataset was acquired over a two-month period using an application written in Python using the Twitter API. In the sentiment analysis dataset, there are a total of 21000 Twitter messages, 10500 of which are positive and 10500 are negative. On the data set, pre-processing steps such as stemming, extraction of stop words, and root finding were applied. To annotate raw Twitter messages, we used an annotation process in which each message was assigned to one of two categories based on its sentiment orientation: positive or negative. The raw messages have been annotated by two experts. Cohen's kappa (κ) metric has been calculated. We obtained a score of 0.82 for the corpus, indicating perfect agreement between the annotators.

During the stemming phase, Twitter messages reporting both a positive and a negative statement were removed from the data set. In addition, each of the letters in the messages has been converted to lowercase letters, punctuation marks, numbers, and special characters such as '@', '#' have been removed. Text messages were filtered by terms and character length, duplicate letters were removed. Lucene application development interface was used to extract the stop words, and Zemberek library was used in the root finding phase.
The performance of the data set represented by these data representation methods was evaluated with four basic classifiers, namely, k-nearest neighbour algorithm (KNN), support vector machines (SVM), logistic regression (LR) and Naive Bayes (NB). In addition, three ensemble learning methods (i.e., AdaBoost, Bagging and Random Subspace) are used to explore the predictive efficiency of the term weighting schemes. In machine learning based experimental analysis, 10-fold cross validation was used. Implementation was done with WEKA 3.9 via default parameter values.

To evaluate the performance of term weighting schemes, classification algorithms and ensemble learning methods, classification accuracy and F-measure have been utilized.

Classification accuracy (ACC) is the proportion of true positives and true negatives obtained by the classification algorithm over the total number of instances as given by Equation 16:

\[
\text{ACC} = \frac{TN + TP}{TP + FP + FN + TN}
\]  

where \(TN\) denotes number of true negatives, \(TP\) denotes number of true positives, \(FP\) denotes number of false positives and \(FN\) denotes number of false negatives.

Precision (PRE) is the proportion of the true positives against the true positives and false positives as given by Equation 17:

\[
\text{PRE} = \frac{TP}{TP + FP}
\]  

Recall (REC) is the proportion of the true positives against the true positives and false negatives as given by Equation 18:

\[
\text{REC} = \frac{TP}{TP + FN}
\]  

F-measure takes values between 0 and 1. It is the harmonic mean of precision and recall as determined by Equation 19:

\[
F - \text{measure} = \frac{2 \times \text{PRE} \times \text{REC}}{\text{PRE} + \text{REC}}
\]  

In Tables 1 and 2, the classification accuracy values, and F-measure values obtained by unsupervised and supervised term weighting schemes on conventional classification algorithms and ensemble learning methods have been presented, respectively. As it can be observed from the empirical results listed in Table 1, supervised term weighting schemes outperform the unsupervised term weighting schemes for short text classification in Turkish.

Regarding the empirical results presented in Tables 1 and 2, the highest predictive performance among the conventional classification algorithms has been generally obtained Naive Bayes algorithm in conjunction with supervised and unsupervised term weighting schemes. Ensemble learning models outperform the conventional classification schemes when term weighting-based text representation models have been utilized for text representation in Turkish. The highest predictive performances among all the compared schemes have been generally obtained by random subspace ensemble of support vector machines. Among all the compared supervised and unsupervised term weighting schemes, regularized entropy (RE) outperforms the other term weighting schemes. The highest predictive performance among all the compared configurations has been achieved by regularized entropy-based term weighting in conjunction with random subspace ensemble of support vector machines.
Table 1. Classification accuracies by learning algorithms and term weighting methods

<table>
<thead>
<tr>
<th>Weighting Scheme</th>
<th>TF</th>
<th>TF-IDF</th>
<th>OR</th>
<th>RF</th>
<th>BDC</th>
<th>IQF</th>
<th>SW</th>
<th>IGM</th>
<th>RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>79.60</td>
<td>78.15</td>
<td>82.72</td>
<td>82.92</td>
<td>83.19</td>
<td>83.37</td>
<td>82.98</td>
<td>83.24</td>
<td>83.31</td>
</tr>
<tr>
<td>SVM</td>
<td>78.88</td>
<td>77.43</td>
<td>82.04</td>
<td>82.33</td>
<td>82.55</td>
<td>82.75</td>
<td>82.52</td>
<td>82.74</td>
<td>82.79</td>
</tr>
<tr>
<td>KNN</td>
<td>72.38</td>
<td>70.93</td>
<td>77.20</td>
<td>77.68</td>
<td>78.04</td>
<td>78.24</td>
<td>77.87</td>
<td>78.19</td>
<td>78.32</td>
</tr>
<tr>
<td>LR</td>
<td>76.53</td>
<td>75.08</td>
<td>79.88</td>
<td>80.19</td>
<td>80.46</td>
<td>80.65</td>
<td>80.31</td>
<td>80.48</td>
<td>80.94</td>
</tr>
<tr>
<td>AdaBoost (NB)</td>
<td>82.70</td>
<td>81.25</td>
<td>86.26</td>
<td>86.42</td>
<td>86.83</td>
<td>87.11</td>
<td>87.22</td>
<td>87.61</td>
<td>88.19</td>
</tr>
<tr>
<td>AdaBoost (SVM)</td>
<td>80.37</td>
<td>78.92</td>
<td>83.67</td>
<td>83.91</td>
<td>84.17</td>
<td>84.35</td>
<td>84.02</td>
<td>84.28</td>
<td>84.39</td>
</tr>
<tr>
<td>AdaBoost (KNN)</td>
<td>79.39</td>
<td>77.94</td>
<td>82.63</td>
<td>82.82</td>
<td>83.09</td>
<td>83.41</td>
<td>83.05</td>
<td>83.22</td>
<td>83.40</td>
</tr>
<tr>
<td>AdaBoost (LR)</td>
<td>73.82</td>
<td>72.37</td>
<td>78.58</td>
<td>79.05</td>
<td>79.37</td>
<td>79.48</td>
<td>79.17</td>
<td>79.49</td>
<td>79.61</td>
</tr>
<tr>
<td>Bagging (NB)</td>
<td>76.64</td>
<td>75.19</td>
<td>79.96</td>
<td>80.23</td>
<td>80.58</td>
<td>80.67</td>
<td>80.37</td>
<td>80.89</td>
<td>80.97</td>
</tr>
<tr>
<td>Bagging (SVM)</td>
<td>78.72</td>
<td>77.27</td>
<td>81.87</td>
<td>82.08</td>
<td>82.34</td>
<td>82.54</td>
<td>82.14</td>
<td>82.38</td>
<td>82.45</td>
</tr>
<tr>
<td>Bagging (KNN)</td>
<td>79.39</td>
<td>77.94</td>
<td>82.63</td>
<td>82.85</td>
<td>83.11</td>
<td>83.42</td>
<td>83.09</td>
<td>83.33</td>
<td>83.45</td>
</tr>
<tr>
<td>Bagging (LR)</td>
<td>80.37</td>
<td>78.92</td>
<td>83.81</td>
<td>83.93</td>
<td>84.27</td>
<td>84.44</td>
<td>84.13</td>
<td>84.33</td>
<td>84.39</td>
</tr>
<tr>
<td>Random Subspace (NB)</td>
<td>81.51</td>
<td>80.06</td>
<td>84.65</td>
<td>84.78</td>
<td>85.06</td>
<td>85.28</td>
<td>85.94</td>
<td>85.40</td>
<td>85.58</td>
</tr>
<tr>
<td>Random Subspace (SVM)</td>
<td>85.58</td>
<td>84.13</td>
<td>88.88</td>
<td>88.99</td>
<td>89.27</td>
<td>89.34</td>
<td>89.17</td>
<td>89.42</td>
<td>89.76</td>
</tr>
<tr>
<td>Random Subspace (KNN)</td>
<td>85.13</td>
<td>83.68</td>
<td>88.28</td>
<td>88.57</td>
<td>88.94</td>
<td>88.99</td>
<td>88.83</td>
<td>88.97</td>
<td>89.04</td>
</tr>
<tr>
<td>Random Subspace (LR)</td>
<td>82.48</td>
<td>81.03</td>
<td>86.21</td>
<td>86.41</td>
<td>86.80</td>
<td>86.93</td>
<td>86.67</td>
<td>87.48</td>
<td>87.77</td>
</tr>
</tbody>
</table>

Table 2. F-measure values obtained by learning algorithms and term weighting methods

<table>
<thead>
<tr>
<th>Weighting Scheme</th>
<th>TF</th>
<th>TF-IDF</th>
<th>OR</th>
<th>RF</th>
<th>BDC</th>
<th>IQF</th>
<th>SW</th>
<th>IGM</th>
<th>RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.80</td>
<td>0.79</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>SVM</td>
<td>0.80</td>
<td>0.78</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>KNN</td>
<td>0.73</td>
<td>0.72</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>LR</td>
<td>0.77</td>
<td>0.76</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>AdaBoost (NB)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>AdaBoost (SVM)</td>
<td>0.81</td>
<td>0.80</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>AdaBoost (KNN)</td>
<td>0.80</td>
<td>0.79</td>
<td>0.83</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>AdaBoost (LR)</td>
<td>0.74</td>
<td>0.73</td>
<td>0.79</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Bagging (NB)</td>
<td>0.77</td>
<td>0.76</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>Bagging (SVM)</td>
<td>0.79</td>
<td>0.78</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>Bagging (KNN)</td>
<td>0.80</td>
<td>0.79</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Bagging (LR)</td>
<td>0.81</td>
<td>0.80</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Random Subspace (NB)</td>
<td>0.82</td>
<td>0.81</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>Random Subspace (SVM)</td>
<td>0.86</td>
<td>0.85</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>Random Subspace (KNN)</td>
<td>0.86</td>
<td>0.84</td>
<td>0.89</td>
<td>0.89</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>Random Subspace (LR)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
</tbody>
</table>
We observed that the relative performance of term weighting schemes varies significantly across datasets and classifiers in our experiments. Unsupervised schemes outperformed supervised schemes, while regularized entropy-based schemes outperformed supervised schemes. The empirical results indicate that the weight values for terms can be improved by employing supervised term weighting models which utilize class-specific information.

To summarize the main findings of the empirical results, Figure 1 denotes the bar chart for classification accuracies based on supervised learning models and ensemble learning methods and Figure 2 illustrate the bar chart for classification accuracies based on term weighting schemes.

**Figure 1.** The bar chart for accuracy for classifiers

**Figure 2.** The bar chart for accuracy for weighting schemes
7. Conclusions

Social networking and microblogging sites have developed into important sources of information as information technology advances. Individuals can express their opinions, concerns, thoughts, and attitudes on a wide variety of subjects. They should make use of microblogging platforms to voice their opinions about current events and products. Sentiment analysis is a critical subfield of natural language processing research that aims to characterize the sentiment orientation of source materials. Twitter is one of the world’s most popular microblogging platforms, with millions of users posting over a hundred million text messages daily (known as tweets). The task of choosing an appropriate scheme for representing terms in short text messages is critical. Term weighting schemes are advantageous when it comes to representing text documents in a vector space model. We present a comprehensive analysis of Turkish sentiment analysis in this paper, utilizing nine supervised and unsupervised term weighting schemes. To investigate the predictive efficiency of term weighting schemes, four supervised learning algorithms (Naive Bayes, support vector machines, k-nearest neighbor algorithm, and logistic regression) and three ensemble learning methods (AdaBoost, Bagging, and Random Subspace) are used. The results of the experiments indicate that supervised term weighting models can outperform unsupervised term weighting models. Regularized entropy (RE) outperforms all other term weighting schemes when supervised and unsupervised schemes are compared. Regularized entropy-based term weighting in combination with a random subspace ensemble of support vector machines produced the best predictive performance of all the configurations compared.
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