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İzmir International Guest Students Association



Scientific Research Communications
Volume 3, Issue 1, 2023

Contents

Review Articles

Monitoring and Modelling of Sediment Flushing
: A Review
G. Petkovšek
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Abstract 
With ever decreasing potential for suitable new dam sites, sustainable use of existing water 
reservoirs is of paramount importance. In absence of appropriate measures, reservoir storage 
is continually reduced due to sedimentation. One option to remove sediment deposits is 
hydraulic flushing. During the flushing operation, bottom outlets are open and water and 
sediment released. Whether flushing successfully removes sediment depends on a number of 
factors, such as bottom outlets’ capacity, reservoir shape and water availability. Modelling is 
often used to assess viability of flushing for sediment management in the reservoir, as well as 
to design the operations and optimize their scheduling. One-dimensional numerical models 
are preferred for long term simulations, assessments on of a large number of scenarios, and 
optimization studies. Two- and three-dimensional numerical models and physical models can 
be used, each on their own or in combination as hybrid models, to understand local scouring 
near the gates and other details of operation. Monitoring of flushing operations can help 
improving their efficiency while at the same time limit downstream impacts. General 
monitoring of the reservoir and its catchment can help understanding the sedimentation 
problem and thus facilitate preparation of efficient sediment management strategies. Live 
monitoring of sediment concentrations is possible with modern equipment though not 
without challenges, and reservoir survey can be performed faster. Earth observation 
techniques are also an attractive option, allowing to monitor large areas and areas of difficult 
access, as well as to provide historical information going back several decades. This paper 
reviews monitoring and modelling approaches published in the literature, as well as presents 
some previously unpublished analyses.   

Keywords: Dams and reservoirs; numerical models; earth observation  

 

1. Introduction  
Construction of dams to impound rivers and create space for water storage has been attested 
through history, going back several millennia. Some dams have served many generations and 
even several civilizations (Smith, 1972; Schnitter, 1994; Bildirici, 2001) confirming the 
possibility of their sustainable use. Proserpina and Cornalbo dams in Spain are examples of 
such constructions (Castillo, 2007). Yet also in Spain, Valdinferno dam became completely 
sedimented and had to be abandoned shortly after its completion (Brown, 1944). Apart from 
hydrological and sedimentological factors, (un)sustainability issues have possibly arisen by 
somewhat unfortunate economic doctrines of the previous century, which argued for a fixed 
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life time of dams. In the present time, there is a strong preference towards sustainable design 
and operation of water reservoirs, as is the case with other projects aimed at exploitation of 
natural resources. 

The aim of sustainable reservoir management is to tackle sedimentation and its adverse 
impacts by achieving an equilibrium between sediment inflow and outflow (Morris, 2015). 
One of the management strategies is hydraulic flushing of deposited sediment (Schleiss et al., 
2016). This method uses forces of flowing water to remove and release sediment that is 
deposited between two flushing cycles. The most effective type of flushing is the drawdown 
flushing (Morris and Fan, 1997), where flow forces are maximised and flow is free from 
backwater throughout the reservoir. This is performed by opening bottom outlets and 
drawing down the water level in the reservoir. To what degree a reservoir is amenable to 
flushing depends on various geographic, hydro-sedimentologic and technical factors (White, 
2001). Drawdown flushing requires emptying and refilling of the reservoir, which may not 
always be feasible. Among other limitations is the width of the flushing channel, which may 
be limited to part of the reservoir width if the reservoir is wide, and result in removal of only 
a small proportion of sediment deposits. Further review of limitations, and how to address 
them, is presented in Petkovšek et al. (2020).  

Flushing is successfully practiced in reservoirs of various sizes, from less than 1 million m3 to 
large storage reservoirs with capacity of more than 1000 million m3 (Table 1). Flushing is 
practiced in countries where storage loss to sedimentation exceeds one percent (e.g. China) as 
well as in the European Alps where it is ten times lower.  

 

Table 1. Reservoirs where drawdown flushing has been practiced with success 

Reservoir / 
Dam Country Year 

built 
CAP  

(M m3) 
MAR  

(M m3) 

MAS (Mt)  
or *MAD  

(M m3) 
Source 

Mangahao New Zealand 1924 2 n/a *0.03 Jowett (1984) 
Zemo-Afchar Georgia 1927 n/a 6600 5 UNESCO (1985) 

Spencer USA 1927 20.8 1500 *1 Boyd and Gibson (2016) 
Barasona Spain 1932 92 794 *0.25 Cobo (2008) 
Jensanpei Taiwan 1938 8.1 7 0.25 Wang et al. (2018) 
Verbois Switzerland 1943 15 10,000 0.33 Sumi (2008) 
Gmund Austria 1945 0.93 135 0.07 Morris and Fan (1997) 

Genissiat France 1948 53 11,000 0.73 Sumi (2008) 
Lavey Switzerland 1949 n/a 5700 *0.025 Bieri et al. (2012) 

Palagnedra Switzerland 1952 5.5 199 0.08 White (2001) 
Agongdian Taiwan 1953 36.7 54 0.38 Wang et al. (2018) 

Cancano Italy 1956 124 217 n/a Espa et al. (2019) 
Shuicaozi China 1958 9.6 514 0.63 White (2001) 

Heisonglin China 1959 8.6 14.2 0.71 Morris and Fan (1997) 
Barenburg Switzerland 1960 1.7 3600 0.02 Sumi (2008) 
Sanmenxia China 1960 9,750 43,000 1600 Morris and Fan (1997) 

Ferrera Switzerland 1961 0.23 1300 0.008 Sumi (2008) 
Uch-Kurgan Kyrgyz Rep. 1961 56.4 15,000 13 UNESCO (1985) 

Sefid-Rud Iran 1962 1760 5000 50 Morris and Fan (1997) 
Khashm El Girba Sudan 1964 1300 12,000 85 Adam & Suleiman (2022) 

Hengshan China 1966 13.3 15.8 n/a UNESCO (1985) 
Cachí Costa Rica 1966 54 1500 0.8 Morris and Fan (1997) 

Fall Creek USA 1966 140 520 0.05 Schenk and Bragg (2014) 
Gebidem Switzerland 1968 9 430 0.4 Morris and Fan (1997) 
Rosegg Austria 1973 19 6500 2 Steiner et al. (2004) 

Santo Domingo Venezuela 1974 3 450 0.2 Morris and Fan (1997) 
Nanqin China 1974 10.2 121 0.5 White (2001) 
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Table 1. Reservoirs where drawdown flushing has been practiced with success (continued) 

Reservoir / 
Dam Country Year 

built 
CAP  

(M m3) 
MAR  

(M m3) 

MAS (Mt)  
or *MAD  

(M m3) 
Source 

Baira India 1981 2.4 2700 0.3 White (2001) 
Bodendorf Austria 1982 0.9 1000 *0.04 Hartmann (2009) 
Dashidaira Japan 1985 9 1300 0.62 Sumi (2008) 
St Egrève France 1992 6.8 9500 2 Valette et al. (2013) 
Fisching Austria 1994 1.4 1500 *0.085 Harb (2013) 

Angostura Costa Rica 2000 17 3800 1.5 Hoven (2010) 
Xiaolangdi China 2000 13,000 41,000 1400 Ahn (2011) 

Unazuki Japan 2001 24.7 1800 0.96 Sumi (2008) 
CAP = storage capacity, MAR = mean annual runoff, MAS = mean annual sediment yield, MAD = mean 
annual deposition 

For flushing operation to be successful, it must be designed and planned carefully. Design and 
planning must be supported by flushing studies using evidence from field observation and 
monitoring. Hartmann (2009), White (2001) and others recommended use of physical and 
numerical models for flushing studies. Experimental studies, as well as monitoring and 
observation in nature can help closing gaps in knowledge, both in terms of general theoretical 
questions and to address and improve site-specific issues. Earth observation is a developing 
monitoring technique that is almost ready to be applied to aspects of reservoir flushing (e.g. 
the Hypos project). This paper reviews and analyses the selected modelling and some 
emerging earth observation monitoring approaches described in the literature and applied in 
practice.   

2. Modelling  
Natural processes can be modelled numerically, physically or through hybrid approaches. 
Each approach has its advantages and disadvantages. 

Numerical models mathematically represent a set of ideas about natural processes and their 
relationships, proposed by experts. Although these ideas and models may not entirely 
correspond to the reality, they are still empirically known to be useful. Their performance is 
tested by comparing their numerical output with field or laboratory observations. If the two 
coincide satisfactorily, the model is accepted. This is often the case for simple and readily 
observable phenomena. Nevertheless, the degree of agreement between the model predictions 
and observations tends to decrease with more complex, more difficult to measure or 
uncommon phenomena. Some processes related to the reservoir sedimentation and flushing 
modelling fall into the latter category, for example bed load transport, sediment entrainment 
from bed, impact of sediment on turbulence of water flow etc. (Petkovšek and Kitamura, 2022). 
The main advantages of numerical models, compared to physical models, are fast execution 
and lower resource demand. They can cover large areas (e.g., coordinated flushing of 
reservoirs in chain, modelling of impacts on downstream reaches), use for optimization and 
trade-off analyses where a large number of runs over long time periods is required, easier 
coupling with habitat models for evaluation of environmental impact, etc. 

The main advantage of physical models, over numerical models, is that they are governed by 
“true” natural processes. Physical models are however constructed at a scale, which requires 
certain degree of interpretation of their outputs, which is necessarily a human process. 
Furthermore, modelling of flushing requires modelling of many different processes in 
addition to flow of water, such as initiation of sediment motion, bedload, suspended load, 
secondary currents and bedforms. Each process has its different scaling laws which makes it 
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difficult to select an overarching scaling approach. Olsen and Haun (2014) pointed out that as 
reservoirs are large, the scale used in a physical model must therefore be small, which makes 
modelling all relevant processes in a physical model more difficult. 

To take advantage (and avoid disadvantages) of physical and numerical modelling, hybrid 
(also called composite) modelling was sometimes attempted.  

2.1.Numerical Modelling 
White (2001) suggested the use of 1D models to study feasibility of flushing. These models are 
the least complex and fastest to execute, while more resource demanding 2D or 3D models 
should be used where this is necessary (Figure 1). Examples include modelling of local impacts 
near outlets, simulation of wide reservoirs and reservoirs with complex geometries where flow 
direction and magnitude varies throughout the reservoir. Olsen and Haun (2014) suggested 
that 3D models are better suited to model flushing flows in reservoirs with training works or 
for flushing channels with bends, because they can simulate secondary currents, which by its 
nature is a 3D phenomenon. Alternatively, some 2D models can simulate sediment transport 
under secondary currents indirectly (Begnudelli et al., 2010), although they were not 
specifically tested for flushing channels with bends. A comparison of a 1D, 2D and 3D models 
that form the same modelling suite TELEMAC-MASCARET was performed by Valette et al., 
(2013). For a long and narrow St. Egrève reservoir in France, they used two separate flushing 
events to calibrate and validate each model. All three models were able to accurately predict 
the mass of sediment flushed during a typical flushing event and confirmed that for a linearly 
shaped reservoir, concluding 1D modelling was sufficient for most practical purposes. 

There are some specific 2D or 3D phenomena related to reservoir sedimentation and flushing. 
Boyd and Gibson (2016) reported that discrepancies between observed values and HEC-RAS 
1D model results were found due to the model not being able to represent lateral widening. 
Others include vertical sediment concentration distribution for simulation of sediment release 
through outlets or ingress into intakes. Approaches for modelling of these phenomena have 
been incorporated in 1D models to make them fit for these specific tasks. Fruchard and 
Camenen (2012) used the RubarBE 1D model developed at IRSTEA to simulate 
environmentally friendly flushing, where release was made through outlets at different 
heights with different sediment concentrations, in order to keep downstream sediment 
concentrations below the maximum permitted value. In addition to vertical concentration 
profile at dam, this 1D mode also takes into account slope stability concept to model slope 
instability during the development of flushing channel. HR Wallingford developed the 1D 
RESSASS model (Petkovšek and Roca, 2014) specifically for reservoir sedimentation, by 
incorporating modelling approaches to the vertical gradient  of sediment concentration at dam 
with outlets at multiple levels, widening of flushing channel, slope stability, sediment 
compaction and turbid density currents. The RESSASS model can also simulate multiple 
reservoirs, as can GSTARS model (Ahn, 2011). For flushing, the most important property of a 
model is the ability to model channel widening and slope instability, which both mentioned 
models can do, as well as can the Courlis model (Valette et al., 2013). 
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Figure 1. An example of a long narrow reservoir suitable for modelling with a 1D model, 

while the details near dam and intake are modelled with a 2D model 

The use of 3D models has been increasing as their higher demand on computational resources 
is matched by more capable hardware. Harb (2013) modelled sediment flushing of two 
reservoirs in Austria, one with SSIIM and another with TELEMAC-3D. The former model was 
also used by Hoven (2010) to study flushing of a reservoir in Costa Rica, while the latter was 
used by Aliau et al. (2016) to model eco-friendly flushing of a reservoir in France. Omer et al. 
(2016) used Delft3D for a reservoir in Japan. A special 3D model for pressure flushing was 
developed by Sawadogo et al. (2019).   

In addition to models that discretise the domain to a particular set of model nodes linked into 
a numerical mesh (1D, 2D and 3D), meshless models have been, although to a lesser degree, 
used to study sediment transport and flushing (Maneti et al., 2012; Zubeldia et al., 2018). In 
both cases, the Smoothed Particle Hydrodynamics (SPH) approach was used. With this 
approach, the computational points are not ordered in a particular system but follow the 
movement of fluid. The approach is well suited to cases where the area occupied by fluid(s) 
changes rapidly, such as rapid erosion of sediment from the reservoir bed during flushing.  

For long term simulations, the quasi-steady modelling approach is attractive due to its ability 
to handle long time steps and generally being numerically more stable than the fully unsteady 
approach. However, it disregards the local acceleration term and wave propagation through 
a reservoir during drawdown and infill. This may have some impact on the results. Gibson 
and Crain (2019) compared the two approaches and the measured values of released sediment 
concentrations at the Fall Creek Dam, USA. Both approaches predicted similar peak values 
that were also  coherent with the measurements, but overall, the unsteady approach predicted 
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higher values than the quasi-steady approach. Ahn (2011) compared predicted and measured 
bed level changes in cross sections and longitudinal sections of the Xiaolangdi reservoir. They 
found that the unsteady approach performed better in the case of cross sections, while quay-
steady approach performed better in the case of the longitudinal section. 

Flushing can have large impacts on downstream environment. To analyse and ultimately 
minimise these impacts, the outputs of the sediment models can be coupled with 
environmental assessment. Moridi and Yazidi (2017) modelled suspended sediment 
concentrations during flushing operations for Dez Dam in Iran and applied the model results 
to consider social, environmental and water resources impacts in the study area. Impacts of 
flushing can be also evaluated by habitat models, for example CASiMiR (Jorde, 1996; 
Schneider et al., 2001). 

2.2.Physical Modelling 
Physical modelling supports both theoretical investigations of reservoir flushing processes as 
well as case-specific flushing studies. 

Lai and Shen (1996) theoretically investigated the flushing channel evolution and the amount 
of sediment released. Kantoush and Schleiss (2014) investigated the effects of the reservoir 
geometry on sediment deposition and flushing with a series of systematic laboratory 
experiments. The authors found that both deposition and flushing rates can be well related to 
a shape factor that they formulated based on geometric properties of the reservoir. Sindelar et 
al. (2016) investigated the effect of weir height and reservoir widening at the dam on sediment 
continuity for run-of-river hydropower project on small and medium sized gravel bed rivers. 
Guillén-Ludeña et al. (2022) performed ninety laboratory experiments to study the efficacy 
(released sediment to water ratio) of flushing with respect to the volume of stored water, bed 
slope and sediment size. Only the stored water was used for flushing without any additional 
inflow. They found that the efficacy increases with slope and decreases with water volume. 
There was little difference in flushing efficacy between coarse and medium sand, while 
efficacy for fine sand was somewhat lower, which the authors attributed to the apparent 
cohesion.  

Physical models have been developed to study feasibility and support design of flushing 
operations in real reservoirs. Examples include Ratnayesuraj et al. (2015), who used a scaled 
model (1:250) for studies at the Rantambe Reservoir, Sri Lanka. A physical modelling at 1:70 
scale for Chamera Hydro-Electric Project in India was constructed to study performance of the 
reservoir, including sediment flushing (Isaac et al. 2014). For the Cerro del Aguila dam in Peru, 
a physical model was constructed covering the area from 1000 m upstream of the dam to 350 
m downstream from the dam (Sayah et al., 2014). Harb (2013) reported on a physical model of 
the Schönau reservoir on the river Enns in Austria in 1:40 scale and using lightweight material 
to represent fine deposits, alongside a 3D numerical model, to study flushing. 

2.3.Hybrid Modelling 
Hhybrid models use both physical and numerical models. The aim is to take advantage of the 
respective strengths of each model and to avoid their respective weaknesses. Typically, the 
numerical model covers the whole domain of interest in space and time at a 1:1 scale, while 
the physical model is used to add specific information where it is deemed necessary. Possible 
links between the numerical and physical models are shown in Figure 2. 



 

7 

Petkovšek  Scientific Research Communications, vol. 3(1), 2023 

 
Figure 2. Possible links between a physical and numerical model in the hybrid modelling 

approach 

Hybrid modelling was proposed for flushing studies (Reisenbüchler et al., 2020) and 
implemented by some authors, e.g. Harb (2013) and Sayah et al. (2014). Schleiss et al. (2011) 
used a hybrid model of a pressure flushing operation at Räterichsboden reservoir in 
Switzerland. Numerical modelling was performed by the FLOW-3D software and a 1:35 scale 
physical model was constructed, used them for cross-checking as well as tested them against 
one field observations during an annual bottom gate functional testing. The authors concluded 
that the results were of sufficient similitude to make the cross-checked models suitable for 
prediction of sediment flushing, including prediction of released sediment concentration as 
function of outlet gate opening height. Peteuil et al. (2017) presented a hybrid model of the 
Champagneux reservoir. They applied a numerical model TELEMAC-3D to the whole 
reservoir, constructed a physical model at a 1:35 scale for the area near dam, and a CFD 
numerical model of spillway section at both scales. The main aim of modelling was to 
accurately represent bottom shear stress, which is the main factor in assessment of sediment 
erosion. 

3. Earth Observation Assisted Monitoring 
Earth observation has been used extensively in water related research as well as practical 
application. While not as accurate as the direct on-the-ground observations, earth observation 
has its advantages, mainly due to large (full) spatial coverage, as well as typically lower 
processing effort and cost (Peterson et al., 2018). 

Flushing channel is the central feature of flushing that also determines how much sediment 
can be flushed from the reservoir, given the available water discharge, as well as sediment 
characteristics and slopes. Observations of the final width of flushing channels at different 
conditions was performed in the past and an empirical relation between the two was proposed 
(White, 2001). Earth observation data offer an opportunity to enhance this database using 
historical data for reservoirs where flushing has been practiced purposely as well as where a 
flushing channel has formed spontaneously in the sediment delta during periodic drawdown. 
Historical outflows are usually measured and recorded, sediment characteristics are also 
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known, while the width of the flushing channel at different times and locations can be 
estimated form satellite imagery (Figure 3). 

 
Figure 3. : Scouring channel in Tarbela reservoir sediment delta during the drawdown 

season shown in a Landsat 7 satellite image from 26/03/2000. 

Another application related to flushing and fate of released sediment transport is related to 
monitoring of sediment concentration in the reservoirs and rivers. In large reservoirs, 
monitoring based on satellite imagery had been reported already in 1970s (Ritchie et al., 1976). 
With better spatial resolution and development of assessment techniques, the scope of 
application can now be extended to smaller reservoirs and longer river reaches. Zhang et al. 
(2022) used the multispectral imagery and two-stage non-linear relationship between 
suspended sediment concentration and reflectance in various bands, valid for the range 2-850 
PPM, and applied it to the whole mainstream Yangtze River.  

The rate of flushing depends on the compaction rate of fine sediment, to some extent (White, 
2001). The compaction rate is usually determined from undisturbed samples obtained by in-
situ coring. An earth observation-based approach to study compaction rates could be carried 
out by employing the remote InSAR (interferometric synthetic aperture radar) technology. 
This method uses radar imagery provided by satellites and can, under certain circumstances, 
measure surface movements with precision of a few millimeters. In principle, this enables 
relatively fast and efficient scanning of wide areas, as was done at a large scale, for example 
for the Meghna River delta in Bangladesh (Higgins et al., 2014). However, there are certain 
points to note and challenges at present state with the method as it is usually applied. Firstly, 
the method requires a more or less continuous dataset of 30 images over a period of one year, 
without major changes to the tracked points on surface (e.g. points can move/subside but they 
should not be covered by water or other material).  This is challenging in many dams where 
sediment is only exposed during short period of time. Secondly, the measurement is in the 
line-of-sight (LOS) of the satellite. As it can be safely assumed that the compaction movement 
is in the vertical direction only, this is not a particular concern. Thirdly, the usually applied 
method of persistent scatterers works well for solid types of surfaces (buildings, rocks, firm 
ground) but struggles with coherence (consistent points) in vegetated areas or over water.  If 
sediment is frequently covered by water, the third challenge is related to the first. When 

sediment exposed 
during drawdown 

dam 

channel 
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sediment is exposed for long periods, it may also be overgrown by vegetation. This again 
restricts the application of InSAR. 

4. Conclusions 
Loss of storage due to sedimentation is an important challenge to the sustainable use of water 
resources. Sediment flushing is potentially a very efficient sediment management strategy that 
must be carefully designed. Numerical and physical modelling can contribute to the design. 
Knowledge gaps can be filled through experimental investigation and observation in nature, 
including through earth observation.   

Different modelling methods can be used for assessment of different aspects of flushing 
operations. For the detailed studies of water and sediment flow near outlets, in particular 
where vertical component of flow is important, 3D numerical models are most suitable. 
Further assurance can be obtained by the hybrid approach where numerical modelling is 
combined with physical modelling in order to benefit from the advantages of each approach: 
real processes on a physical model and a prototype scale on a numerical model.  In time, these 
models are typically used for the flushing operation itself or its most critical part during 
drawdown. For long term simulations, scenario exploration or optimization, taking into 
account the whole reservoir or even the river system impacted by flushing, the use of 3D (or 
2D) models is likely to be computationally too expensive. Lighter 1D models can produce 
satisfactory results, especially if the reservoir is long and narrow. Apart from shorter run 
times, these models also require less input parameters, that relate to well tested quantities and 
processes, which is not always the case with the parameters required for the more complex 3D 
models.  

Earth observation is becoming popular but still underused data source for flushing studies. 
Wealth of information could be obtained from earth observation sources to fill the knowledge 
gaps with respect to formation of flushing channel and its width. Monitoring of sediment 
concentrations in rivers is becoming more feasible with higher resolution of satellite imagery 
and its multispectral characteristics. Sediment compaction can be studied through InSAR 
techniques, although some important limitations related to the persistency of observed points 
(scatterers) remain a challenge. 
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Abstract 
Free vibration of a single degree of freedom system is a fundamental topic in mechanical 
vibrations. The present study introduces a novel and simple numerical method for the solution 
of this system in terms of Lucas polynomials in the matrix form. Particular and general 
solutions of the differential equation can be determined by this method. The method is 
illustrated by a numerical application and the results obtained are compared with those of the 
exact solution. 

Keywords: Vibration Spring-mass-damper system, Lucas polynomials and series, collocation 
points and matrix method  

 

1. Introduction  
Ordinary differential equations, a crucial part of applied mathe- matics, have many 
applications in different science and engineering disciplines. The study of the free vibration of 
damped spring-mass systems having single degree of freedom is fundamental to the 
understanding of advanced subjects in mechanical vibrations. In many cases, a complicated 
system can be idealized as a single degree of freedom spring-mass system. Therefore, solving 
the equations of motion of this system would serve for many other more advanced problems. 
There are various useful methods for calculating solutions of a spring-mass-damper system 
excited by a harmonic force. Kurt and Çevik ( 2008) and  Savaşaneril (2018) proposed a matrix 
method  for solving this problem. 

The present study introduces a novel and simple method in terms of Lucas polynomials in the 
matrix form. Lucas polynomials have been used by many researchers for the solution of 
differential and integral equations. Gümgüm et al. (2018) proposed a Lucas expansion 
approach for functional integro-differential equations involving variable delays. Baykus 
(2017) used this method to find the approximate solution of high-order pantograph type delay 
differential equations with variables delays. Gümgüm et al. (2020) gave an approach for 
Second Order Nonlinear Differential Equations via Lucas polinomial. The method has also 
been used to solve nonlinear equations by Gümgüm et al. ( 2019). Yüzbaşı and Yıldırım (2020) 
proposed Pell-Lucas collocation method to solve high-order linear Fredholm-Volterra integro-
differential equations. In addition, Kübra et al. (2021) , Yüzbaşı and Ismailov (2018), Kürkçü 
and Sezer (2022) proposed a different the matrix method. 

In general, an mth order differential equation can be written as: 

https://orcid.org/0000-0002-3098-2936
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( ) ( ),
m

k
k

k 0

P x t f t


  (1) 

with initial conditions 

( ) ( ) , , ,..., ,
m 1

k
ik i

k 0

a x a i 0 1 m 1




    (2) 

where Pk(t) are analytic functions defined on a≤t≤b, and aik, λi are suitable constants. In the 
present method, the solution of Eq. (1) is expressed in the Lucas polynomial form as: 

( ) ( ) ( ),
N

N n n
n 0

x t x t a L t


   (3) 

where Ln(t) are the Lucas polynomials and an, n=0,1,2,…N are unknown coefficients (Baykus, 
N., 2017). 

2. Fundamental Matrix  Relations 
In this section, we constitute the matrix forms of the unknown function x(t) defined by Eq. (3) 
and the derivative x(k)(t) in Eq. (1). We can first write the truncated Lucas series (3) in the matrix 
form, for n=0,1,2,….N: 

( ) ( ) ( ) ,Nx t x t t L A  (4) 

where 

 ( ) ( ) ( ) ( ) 0 1 Nt L t L t L tL ,     T
0 1 Na a aA

 (5) 

( ) ,
( ) ,

( ) ( ) ( ), . 




  

0

1

n 1 n n 1

L t 2
L t t

L t t L t L t n 1  (6) 

 

Then, by using the Lucas polynomials Ln(t) given by Eq. (6), we write the matrix form L(t) as 
follows:  

( ) ( ) ,t tL T M  (7) 

where  

.N1 t t   T  (8) 

 

If N is odd, 
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If N is even, 
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By the matrix relations in Eq. (4) and Eq. (7), it follows that, 

( ) ( ) .Nx t tT MA  (11) 
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Besides, it is well known from Gümgüm et al. ( 2019) that the relation between T(t) and its 
derivative T(k)(t) is of the form:  

( ) ( ) ( ) ,k kt tT T B  (12) 

where 

 
 
 
 
 
 
  

0 1 0 0
0 0 2 0

0 0 0 N
0 0 0 0

B

                                                                                                                     (13) 

 

and 0B  is a unit matrix.  

 

By using Eq. (11) and Eq. (12), we have the matrix relation: 

( ) ( ) ( ) , , ,...,k k
Nx t t k 0 1 m T B MA . (14) 

Inserting the collocation points 

, , ,...,i
b a

x a i i 0 1 N
N


    (15) 

into Eq. (1) gives  

( ) ( ),
m

k
k i i

k 0

P x t f t


  (16) 

which can be written in matrix form as: 

( ) , , , ,..., .
m

k
pq k

k 0

w P t p q 0 1 N


     W T B M  

 

Now, by the relation Eq. (14), we can obtain the condition matrix form for the initial conditions 
(Eq. (2)) UiA=λ or 

 ; , , ,...,i i i 0 1 m 1  U
 (17)

 

such that  

 ( ) .
m 1

k
i ik i0 i1 iN

k 0

a T a u u u




 U B M
 (18) 

 

In order to determine the particular solution of the problem in matrix form, Eq. (17) is written 
briefly in the form: 

WX F  or  ; ,W F  (19) 
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where 

( ) , , , ,..., .
m

k
pq k

k 0

w P t p q 0 1 N


     W T B M
 (20) 

By consequence, 

,1X W F  (21) 

 

which yields the desired Lucas cofficients xn, n=0,1,2,…,N of the particular solution. 

Now, to solve the problem, the following augmented matrix is constructed by replacing the 
last 2 rows of [W ; F] of Eq. (22) by the 2-row matrix [Ui ; λi]: 

 

00 01 0 0

10 11 1 1

,0 ,1 ,

00 01 0 0

10 11 1 1

1,0 1,1 1, 1

; ( )
; ( )

; ( )
; .

;
;
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N
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N m N m N m N N m
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m m m N m

w w w f t
w w w f t
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 
      
 
 
 
 
  

W F  (22) 

3. Lucas Matrix – Collocation Technique of The Problem 
In this study, the viscously damped single degree of freedom system subjected to harmonic 
excitation (Inman, 2001): 

cos ,0M x C x Kx F wt    (23) 

with initial conditions 

( )
( )

0

1

x 0
x 0






  (24) 

will be solved by Lucas matrix method. In this case, we have m=2 and the constants P2=M, 
P1=C, P0=K in Eq. (1): 

( ) .
2

k
k

k 0

M x C x Kx P t


   T B M X  (25) 

3.1. Particular solution 
In order to determine the particular solution of the problem in matrix form, Eq. (23) is written 
briefly in the form: 

( ) , , , ,..., .
2

k
pq k

k 0

w P t p q 0 1 N


     W T B M  (26) 
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By consequence, 

,1X W F  (27) 

which yields the desired Lucas cofficients xn, n=0,1,2,…,N of the particular solution. 

3.2. General solution 
To determine the general solution, the matrix form of the boundary conditions (21) is written 
as: 

 ( ) ,
1

k
i ik i0 i1 iN

k 0

a T a u u u i 0 1


  U B M                                                                             (28) 

Now, to solve the problem, the following augmented matrix is constructed by replacing the 
last 2 rows of [W ;  F] of Eq. (26) by the 2-row matrix [Ui ; λi]: 

  

00 01 0 0

10 11 1 1

2,0 2,1 2, 2

00 01 0 0

10 11 1 1

;
;
;

; .
;
;
;

N

N

N N N N N

N

N

w w w f
w w w f

w w w f
u u u
u u u



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 
 
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 
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W F  (29) 

 

In Eq. (25), if 𝑟𝑎𝑛𝑘�̃� = 𝑟𝑎𝑛𝑘[�̃�; �̃�] = 𝑁 + 1, then the coefficient matrix A is uniquely 
determined and so the solution of the problem Eq. (1)-(2) is obtained as: 

( ) ( )Nx t tL Aor ( ) ( ) .Nx t tT MA                                                                                                     (30)  

4. Numerical Example 
A spring-mass-damper system with a mass of M = 10 kg, damping coefficient of C = 20 kg/s 
and spring stiffness of K = 4000 N/m subject to an excitation force of amplitude F0=100N and 
frequency ω=10 rad/s is considered with initial conditions 𝑥(0) = 0.01, �̇�(0) = 0. The matrix 
operations in this section are performed by using Wolfram Mathematica 13.0. 

The exact solution is given by (Inman, D.J., 2001): 


 

 
    


1 2 20

0 0 0
0 0

1( ) tan , ( ) ( ) , 0,d
n d

n d

x
x t A v x x x

v x
  

for free response, and, 

1 0 0

0 0

1 0
2 2 2 2 2 2

( cos ) cos
( ) tan , ,

( cos ) sin sin
2

tan , ,
( ) (2 )

d

n

n

n n n

x x x x
x t A

v x x x
f

x

  
    

 


     





 
 

  

 
  

    

for forced response. From the (11) fundamental matrix equation is: 

210 ( ). 20 ( ). 4000 ( ) 100cos10 .T T Tt t t t  T B M A T BM A T M A  (31) 
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By using (15) the collocation points for N = 5 is calculated as: 

1 2 3 4
0, , , , ,1 ,
5 5 5 5

 
 
 

 

 

and we obtain: 

 

8000 20 8020 60 8080 100
8000 820 8188 2506.4 8763.84 4335.04
8000 1620 8676 5149.6 10830.7 9604.32

.
8000 2420 9484 8181.6 14514.9 17075.2
8000 3220 10612 11794.4 20204.2 28226.1
8000 4020 12060 16180 28440 45000

 
 
 
 

  
 
 
 
  

W  

 

The augmented matrix for this fundamental matrix equation is calculated as: 

 

8000 20 8020 60 8080 100 ; 100
8000 820 8188 2506.4 8763.84 4335.04 ; 28.3662
8000 1620 8676 5149.6 10830.7 9604.32 ; 65.3644

; .
8000 2420 9484 8181.6 14514.9 17075.2 ; 96.017
2 0 2 0 2 0 ; 0.01
0 1 0 3 0 5 ; 0

 
 
 
      
 
 
 
  

W G  

 

Performing the necessary matrix operations, the particular solution is determined as: 

p 1 2 3 4 5x (t) 184063 160037L (t) 123718L (t) 88047.9L (t) 31679L (t) 20838L (t)     
 

in Lucas polynomial form, and the general solution is: 

g 1 2 3 4 5x (t) 323.256 313.714L (t) 216.497L (t) 168.799L (t) 54.8743L (t) 38.5364L (t)     
 

 

 

Figure 1. The general solution 
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Finally x40(t) is obtained for N=40:  

7 8 7
40 1 2

8 8 8
3 4 5

7
6

x (t) 5.894703961761931.10 4.809657176756848.10 .L (t) 7.467470466915241.10 .L (t)

4.293391442061826.10 .L (t) 8.93847819837741.10 .L (t) 3.132395109718503.10 .L (t)

6.567014129734314.10 .L (t) 1.5

   

   

 8 7
7 8

7
9 10 11

7
12 13

9204644360381.10 .L (t) 2.54515240071604.10 .L (t)

3.495715330499887.L (t) 6614643.904937126.L (t) 1.748782280616832.10 .L (t)

7920874.169940725.L (t) 1.725364834634807.10 .L (t) 9165009.245850491



  

   14

15 16 17

18 19 20

21

.L (t)
5109995.376942811.L (t) 5203828.325874632.L (t) 220814.41721369085.L (t)
1459939.562524835.L (t) 569693.2886912221.L (t) 112126.0439566288.L (t)
167623.56494754046.L (t) 43435.5689862725

 
  
  22 23

24 25 26

27 28 29

8.L (t) 17906.61385994068.L (t)
10833.4183322996338..L (t) 3193.338078951663.L (t) 25413.043724168358.L (t)
1638.6461992483767.L (t) 10040.921604866502.L (t) 1137.8678286578668.L (t)
1236.98420


  
  

30 31 32

33 34 35

36 37

49196193.L (t) 3300786570862636.L (t) 174.6007432535557.L (t)
65.0753966189064.L (t) 35.56471110532434.L (t) 26.896999946160374.L (t)
7.621730624316185.L (t) 3.0780533665079806.L (t) 6.46482532

 
  

  38

39 40

75926315.L (t)
3.293481976937444.L (t) 0.4951794203008488.L (t) 

 

 

The results for different values of N are compared in Table 1. In the table, it is obviously seen 
that the Lucas solution approaches the exact solution as the truncation limit N is increased. 

 

Table 1. Convergence of the Lucas results to those of exact solution 

 Exact Present Method (N =5) Present Method (N =30) Present Method (N = 40) 

t x(t) x5(t) x30(t) x40 (t) 

0 0.010000000102 0.010000000000033538 0.0099998963996768 0.010000037786085159 

0.1 0.026606378588454577 

 

0.021218558662097035 0.026608246698293588 0.02660616339402371 

02 0.002080749042409633 

 

0.014399161349069003 0.00207760236634558 0.0020807331586712163 

0.3 −0.04851575510425815 

 

−0.01401641114458152 −0.04851778585172134 −0.048516383083797576 

0.4 −0.022765129712940937 

 

−0.02837548614445584 −0.022765300714933545 −0.02276530628618173 

0.5 0.019920584607770103 

 

−0.00005820215181184807 0.01991818146927926 0.019921048858392965 

0.6 0.021295471543613383 

 

0.04627878810085573 0.021294628886607825 0.0212938860227041 

0.7 0.023585587433570195 

 

−0.013541385405768658 0.023586714873090386 0.023585824521433096 

0.8 0.007669134885655218 

 

−0.4494595130334105 0.007668879581615329 0.0076684916857630014 

0.9 −0.03468236386751298 

 

−1.723424008541791 −0.034679219126701355 −0.034682015888392925 

1 −0.033476404064609305 

 

−4.535634612144179 −0.03263649344444275 −0.03311382979154587 
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As N increased, better results were obtained. The efficiency and validity of the method are 
obvious. 

5. Conclusions 
A Lucas polynomial matrix solution has been presented for the periodic motion of an 
underdamped single degree of freedom spring-mass system subjected to harmonic excitation. 
Both particular and general solutions of the differential equation can be determined by this 
method. The results show a very good agreement with the method of undetermined 
coefficients (exact solution). The solution can also be applied to higher order systems with the 
same simplicity and application of the method to these problems offers a considerable facility. 
The method is applicable to any function that can be expanded to Lucas series. Accurate results 
can be obtained with rather low values of the truncation limit N; however, in order to have a 
better approximation, the truncation limit should be increased. 
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Abstract 
This study focuses on identifying the crucial physical and chemical factors, such as gravity, 
initial oil phase, injection depth, vertical to horizontal permeability contrast, and salinity of 
injected water for improving oil recovery factor during water alternating gas (WAG) injection. 
The conventional WAG injection attracts interest from oil and gas industry and hence, has 
become one of the most reliable enhanced oil recoveries (EOR) techniques. During WAG 
injection, due to gravity effect, water subsides below oil layer while gas overflow above the oil 
layer. In fact, water sweeps bottom zones of the reservoir and gas sweep the attic oil at the 
upper zones of the reservoir.  

Although the conventional WAG does improve oil recovery factor, there still remains a 
substantial amount of oil in reservoir pores due to rock-fluid and fluid-fluid interfacial 
tensions (IFT) that leads to the capillary forces impeding the microscopic displacement 
efficiency. The low salinity waterflooding (LSWF) was therefore proposed to break the IFT 
between rock clay and fluids, and further increase oil recovery factor. Recent researches 
revealed that LSWF alters oil-wet reservoir to water-wet behavior. This wettability alteration 
is believed to be the main mechanism of LSWF to improve oil recovery. Other mechanisms of 
LSWF include multi-ion exchange (MIE) between rock clay minerals and injected salt water, 
pH increase, and fines migration. In this study, the CMG GEM simulator was used to simulate 
conventional WAG injection and LSWAG injection. The simulation results showed that there 
is an increase of oil recovery factor of about 6% for WAG injection with low salinity water of 
1027ppm to sea water of 51,346 ppm. The simulations have also showed that the physical 
factors namely, gravity, initial oil phase, injection depth, vertical to horizontal permeability 
contrast are influential on the displacement efficiency and must be studied thoroughly in the 
design of LSWAG operations besides the salinity and chemical composition of the injection 
water.  

Keywords: Waterflooding; CO2 flooding; conventional WAG injection; low salinity WAG 
injection; displacement efficiency of WAG processes 

 

1. Introduction 
The economically feasible production of oil is achieved in three stages namely, primary 
recovery, secondary recovery, and tertiary or enhanced oil recovery. The primary oil recovery 
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stage refers to the flow of oil from the reservoir into the production wells due to the natural 
energy/forces that exists in the reservoir. These forces are classified as formation drive due to 
the compressional energy stored in the oil, connate water and porous formation in the 
reservoir rock, solution gas drive due the dissolved gas in the oil, gas cap drive due to presence 
of a gas cap, water drive due to the compressional energy stored in the neighboring large size 
aquifers, and gravity drive.   

The oil recovery factor or the ratio of ultimate cumulative oil production to initial oil in place  
in the primary stage ranges from 5% to 30%. Secondary recovery methods, namely immiscible 
waterflooding and gas flooding are usually applied at some stage of primary recovery to 
enhance and accelerate the production. The additional oil recovery factor due to secondary 
recovery methods ranges from 5% to 20%.  On the average, the total oil recovery factor after 
primary and secondary recovery methods is between 15% and 40% (Bonder, 2010). The 
enhanced oil recovery (EOR) methods are applied to recover an additional economically 
feasible amount of oil that usually remains in the reservoir after primary and secondary 
recovery methods. Figure 1 shows the partitions of oil recovery percentage by each type of oil 
recovery methods. It shows that the additional oil recovery factor of 15% to 25% can be 
achieved by applying EOR methods.  

 

 
Figure 1. Reservoir oil recovery (Muggeridge et al., 2014; Zitha et al., 2011) 

 

While waterflooding and gas injection are separately considered as secondary oil recovery 
mechanisms, their combination known as water alternating gas (WAG) injection is referred to 
as a tertiary or an enhanced oil recovery method. Gas has substantially lower viscosity and 
density compared to crude oil. Therefore, as a secondary recovery method continous gas 
injection provides poor macroscopic sweep efficiency due to its high mobility ratio and low 
density that joinly cause  early gas breakthrough (Hustad and Holt, 1992). Therefore, WAG 
injection was initially used to target improving macroscopic sweep efficiency in gas injection.  
In fact, conventional WAG injection improves the macroscopic sweep efficiency compared to 
water flooding and both microscopic and macroacopic displacement efficiency compared to 
gas injection (Touray, 2013).  This improvement is attained by water sweeping the bottom part 
of the reservoir due to its high-density and gas driving the attic oil due to its low 
density(Knappskog, 2012). However, the conventional WAG still has its limitations due to 
strong IFT that hold oil molecules to rock clay surface by multi-valent ions.  
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Low salinity waterflooding  was proposed and applied to improve oil recovery factor further 
from classical waterflooding.  The low salinity waterflooding could increase oil recovery factor 
from 6 to 12% which takes waterflooding recovery to 8 to 19% orginal oil in place (OOIP) 
(McGuire et al., 2005). The increase of oil recovery by low salinity water flooding is attributed 
to four mechanisms: changing the wettability to water wet due to the clay migration; 
increasing of pH due to CaCO3 that results in wettability alteration; generation of surfactants 
and reduction of interfacial tension (IFT); multicomponent ion exchange (MIE) between clay 
minerals and injected brine (Bernard, 1967; Buckley et al., 1989; McGuire et al., 2005). 

Low salinity waterflooding changes the reservoir wettability from oil wet to water wet. In 
other words, low salinity waterflooding affects the oil wet but  has no effect on water wet 
sample. It was found that high concentrations of Ca+2 and Mg+2 ions in brine formation make 
the sample more oil wet. Low salinity water flooding also changes the composition of rock and 
its properties. The experiments showed that the low salinity water dissolves anhydride 
cements in rock formation. As a result, low salinity water flooding also increases the 
permeability of reservoir rock (Hamouda and Valderhaug, 2014). 

Knowing the effectiveness of conventional WAG and Low Salinity Waterflooding 
individually, one wonders what could be the performance of low salinity WAG compared to 
conventional WAG under the influence of other operational and/or design factors such as 
gravity, initial oil phase, injection depth, and vertical to harizontal permeability contrast.  
Therefore, this  study is aimed to evaluate and compare the performances of conventional 
WAG injection and LSWAG in improving the oil recovery factor in an 80 ft thick and 1000 ft 
long sandstone reservoir by considering these factors. These factors are selected and adjusted 
to evaluate the efficiencies of sea water WAG and low salinity WAG injection. The influence 
of these factors sequentially on waterflooding, CO2 gas injection, and WAG injection is 
investigated with numerical simulations by using CMG-GEM reservoir simulator. 

2. Theory of WAG Processes 

2.1. Darcy’s Law 
The flow of fluids in porous medium is governed by Darcy’s law. For multiphase flow in 
porous medium, Darcy’s velocity of individual fluid (𝑉ሬ⃗ ௜) is proportional to effective 
permeability (k୧) and pressure gradient with gravity effect (∇𝑃 − 𝜌𝑔∇𝑑) and inversely 
proportional to the viscosity μ୧. In oil reservoirs, velocities of gas, oil, and water are hence 
calculated by using the flowing Eq. (1), Eq. (2) and Eq. (3) respectively as by Darcy’s law.  

For gas: 
𝑉ሬ⃗௚ =  −

𝑘௚  
𝜇௚ 

 (∇𝑃௚ − 𝜌௚𝑔∇𝑑) (1) 

For oil: 𝑉ሬ⃗௢ =  −
𝑘௢  
𝜇௢ 

 (∇𝑃௢ − 𝜌௢𝑔∇𝑑) (2) 

For water: 𝑉ሬ⃗௪ =  −
𝑘௪  
𝜇௪ 

 (∇𝑃௪ − 𝜌௪𝑔∇𝑑) (3) 

2.2. Relative Permeability 
The concept of relative permeability was adopted to express the effective permeability to the 
base permeability (usually effective permeability to oil at irreducible water saturation). 
Relative permeability to fluid (k୰୧) is the ability of medium to conduct that fluid in presence of 
other fluids. Relative permeability depends on microscopic distribution and saturation of 
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fluid.  It is experimentally correlated with saturation of fluid. The Modified Brooks-Corey 
(MBC) correlation is a power law model proposed to determine relative permeability for both 
experimental and field data. Relative permeability is therefore correlated with fluid saturation 
as shown in the following Eq. (4), Eq. (5) and Eq. (6). (Alpak et al., 1999; Behrenbruch and 
Goda, 2006; Brooks and Corey, 1964). 

 k୰୵ = k୰୵,୫ୟ୶ ቆ
S୵ − S୵ୡ

1 − S୭୰ − S୵ୡ − S୥ୡ
ቇ

୬౭

 (4) 

 k୰୭ = k୰୭,୫ୟ୶ ቆ
S୭ − S୭୰

1 − S୭୰ − S୵ୡ − S୥ୡ
ቇ

୬౥

 (5) 

Where, S୵ is water saturation, S୵ୡ is irreducible water saturation, S୭ is oil saturation, S୭୰ is 
residual oil saturation, S୥ is gas saturation, S୥ୡ is irreducible gas saturation, n୵, n୭, and n୥ refer 
to corey exponents and they range from 1 to 6, and k୰୵,୫ୟ୶, k୰୭,୫ୟ୶, and k୰୥,୫ୟ୶ are the 
maximum or end point relative permeabilities.   

3. Theory of the Mechanisms of Low Salinity Waterflooding 
Low salinity waterflooding is a technique of injecting water with low concentration of salts 
between (salinity: 1000-2000 ppm). It is a chemical technique that was recently adopted to 
improve oil production. From different experimental analysis of core flooding, chemical 
changes of rock and fluids due to low salinity flooding are the main reason of oil recovery 
improvement. The mechanism of low salinity waterflooding is based on breaking the electric 
forces exhibited by high salinity formation water to oil to rock surface. Hence, certain 
conditions that include the presence of clay minerals like calcite and dolomite and the polarity 
of oil, they are the key conditions for effectiveness of low salinity waterflooding (Bernard, 
1967; Tang and Morrow, 1999). The following are the main mechanisms by which low salinity 
waterflooding improve the oil displacement in the reservoir:  

3.1. Multicomponent Ion Exchange (MIE) 
In the reservoir, oil is attached to rock surface by bonding to multivalent cations. By injecting 
the low salinity water, K+ and Na+ ions replace these multivalent ions like Ca2+ and Mg2+. As 
a result, the oil is released from rock surface in the form of calcium or magnesium carboxy 
complex. Unlike for high salinity water that strengthen the oil bonding to clay, injection of low 
salinity water weakens these bonding for ion exchange to occur. The effectiveness of low 
salinity water flooding therefore depends on composition of water formation and injection 
brine.  

k୰୥ = k୰୥,୫ୟ୶ ቆ
S୥ − S୥ୡ

1 − S୭୰ − S୵ୡ − S୥ୡ
ቇ

୬ౝ

 (6) 
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Figure  2. Low salinity mechanisms of multiple ions exchange (MIE) with potassium 

replacing calcium and liberation of oil in the form of calcium carboxylate complex, modified 
after (Srisuriyachai and Muchalintamolee, 2014). 

3.2. Wettability Alteration 
According to different researches, low salinity water injection changes the wettability. The low 
salinity waterflooding alters the reservoir from oil wet to water wet. It was obtained that low 
salinity waterflooding affect the oil wet and it has no effect on water wet sample. It was found 
that high concentrations of Ca2+ and Mg2+ ions in brine formation make the sample more oil 
wet. The  effect of reservoir rock mineralogy on the application of low salinity water was also 
reviewed. Low salinity waterflooding therefore changes the composition of rock and its 
properties. The experiments showed that the low salinity water dissolves anhydride cements 
in rock formation. As the result, low salinity water flooding increases the permeability of 
reservoir rock (Tang and Morrow, 1999).  

3.3. Increased pH Effect and Reduced Interfacial Tension (IFT) 
Low salinity water flooding leads to generation of hydroxyl ions to reactions with rock 
minerals.  This causes the pH increase from 7 to 8 and even to 9. In fact, low salinity 
waterflooding like alkaline flooding reduces the interfacial tensions between oil and rock and 
increases pH. The IFT are the forces that hold oil into pore spaces. The increase of pH and 
reduction of interfacial tensions between reservoir rock and fluids alter the rock to more water 
wet and hence improve oil recovery. In addition, oil with its chemical structure, the increase 
of pH facilitates the in-situ surfactant generation by saponification reactions as shown below 
(McGuire et al., 2005).  In this case, low salinity water flooding acts like surfactant flooding 
and cause oil dispersion into water.  

(RCOO)ଷCଷHହ +  3 NaOH → 3(RCOONa) + CଷHହ(OH)ଷ 

2(RCOONa) + 𝐶𝑎(HCOଷ)ଶ  →  (RCOO)ଶCa +  2(NaHCOଷ) 

4. Methodology  
The CMG-GEM one of the reservoir simulators developed by Computer Modeling Group 
(CMG) was used to simulate different scenarios of waterflooding, gas injection, and WAG 
injection. GEM is a generalized equation of state model reservoir simulator, i.e., it is an 
equation of state compositional simulator for multi-component reservoir fluids. GEM is used 
to simulate all the processes involving chemical change in the reservoir but at a constant 
temperature.  
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4.1. Reservoir and Fluids Modelling 
The actual data from the Cranfield oil field reservoir and some assumptions were considered 
to model the reservoir and formation fluids. As published in the Mississippi oil and gas board 
(MOGB) publication in 1966, Cranfield oil field was discovered in 1943, its reservoir has a 
geological dome with gas cap, oil ring and water at different depths (Mississippi Oil and Gas 
Board, 1966). Until 1966, the total oil and gas production was at least 37mmbbl and 672 bscf 
respectively, then the reservoir was subjected to secondary oil recovery by water drive in 2005, 
and with enhanced oil recovery by CO2 flooding in 2008 at some part of the field (Hovorka et 
al., 2008). A CO2 sequestration test was also carried out in Cranfield pilot size of 9400 ft x 8400ft 
with net pay of 80ft (Delshad et al., 2013; Hosseini et al., 2013). In this study, the reservoir 
model in Table 1 was built by using the data published on Cranfield oil field reservoir. 

  

Table 1. Reservoir model 

Parameter Value 
Reservoir size (ft) 1000 x 100x 80 

Number of grid blocks 20x1x8 
Reservoir depth (ft) 9950 

Reservoir Temperature (℉) 257 
Initial oil saturation 0.6 
Initial Pressure (psi) 4650 
Salinity, TDS (ppm) 150,000 

 

By using GEM builder and Winprop, a reservoir model was built by inputting the data to be 
processed by CMG-GEM.  The dimension of the reservoir model is 1000 ft x 100ft x 80ft.  In 
fact, as shown in Figure 3, the two-dimensional (2D) reservoir model was considered with 
single injector well and producer well pattern.  

 

 
Figure 3. Reservoir model with single injector and producer wells 
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Reservoir fluids model was built by using the data of composition of reservoir fluids as also 
published in MOGB publication, 1966 (Mississippi Oil and Gas Board, 1966). The composition 
of reservoir fluid is shown in Table 2. The two-phase envelope in Figure 4 shows that the crude 
oil is in two phases (liquid and gas) at initial conditions of 4650 psi and 257 ℉. 

 

Table 2. Reservoir Fluid Composition (Mississippi Oil and Gas Board, 1966). 

Component Composition (Mol Fraction) 
CO2 0.0184 
CH4 0.5376 
C2H6 0.0717 
C3H8 0.0334 
IC4 0.0104 
NC4 0.0158 
IC5 0.0123 
NC5 0.0095 
NC6 0.0248 
C7+ 0.2661 

 

 
Figure 4. The two-phase envelope for crude oil initially in two phases using Peng-Robinson 

EOS 

 

The relative permeability data in Table 3 were used for this reservoir and assumed for high 
salinity waterflooding. Brooks-Corey correlation was then applied to model and produce the 
oil-water and liquid-gas relative permeability curves. 
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Table 3. Rock and fluid parameters for relative permeability curves of the base case (Delshad 
et al., 2013; Hosseini et al., 2013)  

Rock-fluid parameters Values 
𝐤𝐫𝐰𝐨

𝟎 : 𝐤𝐫𝐰 at irreducible oil 0.5 
𝐤𝐫𝐨𝐰

𝟎 : 𝐤𝐫𝐨 at connate water 0.65 
𝐤𝐫𝐠𝐰

𝟎 = 𝐤𝐫𝐠𝐨
𝟎 : 𝐤𝐫𝐠  at connate liquid 0.8 

𝐒𝐨𝐫𝐠: endpoint saturation (residual oil for gas liquid table) 0.15 
𝐒𝐰𝐫𝐠 =  𝐒𝐰𝐫𝐨: endpoint saturation (connate water) 4.0 
𝐒𝐨𝐫𝐰, endpoint saturation (residual oil for water oil table) 0.2 
𝐒𝐠𝐫𝐰 = 𝐒𝐠𝐫𝐨: endpoint saturation (connate gas) 0.075 
𝐧𝟏𝐰𝐨 : exponent for calculating 𝐤𝐫𝐰 4.0 
𝐧𝟏𝐰𝐠 =  𝐂𝟏𝐨𝐠: exponent for calculating 𝐤𝐫𝐨𝐠 4.0 
𝐧𝟏𝐨𝐰: exponent for calculating 𝐤𝐫𝐨𝐰 2.38 
𝐧𝟏𝐠𝐰 =  𝐂𝟏𝐠𝐨: exponent for calculating 𝐤𝐫𝐠 2.2 

4.2. Geochemical Reactions Modelling 
The geochemical reactions were modelled by using the data taken from different literatures. 
The Cranfield oil reservoir is a Lower Tuscaloosa Formation (LTF) that is locally referred as 
“D-E sand”. The LTF is mainly composed of quartz (79.4%), chlorite (chamosite) (11.8%), 
kaolinite (3.1%), and illite (1.3%). There is also the presence of soluble and active minerals like 
calcite (1.1%), dolomite (0.4%), and albite (0.2%). On the other hand, the Tuscaloosa formation 
brine is a Na-Ca-Cl water type. The average salinity of the formation water is measured as 
150000ppm (Total Dissolved Solids, TDS) and its pH is 5.7 (Lu et al., 2012; Soong et al., 2016; 
Stancliffe and Adams, 1986). Table 4 shows the ionic composition of the formation brine used. 

 

Table 4. Mineral composition of Lower Tuscaloosa Formation brine (Soong et al., 2016) 

Ions Concentration (ppm) 
Ca2+ 11798 
Mg2+ 1035 
Na+ 43743 
SO42- 238 
Cl- 92223 

 

The data for synthetic sea water were taken from experimental research by Teklu et al., 2017.  
Low salinity water was hence modelled by diluting sea water 2 times, 4 times and 5 times 
(Teklu et al., 2017).  The ions concentration of injected sea water and low salinity water are 
illustrated in Table 5. 
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Table 5. Concentration of ions of brine and low salinity water used for simulation 

Ions Sea Water (ppm) LoSal1 (ppm) Losal2(ppm) LoSal3(ppm) 
Ca2+ 691.5 346 173 13.7 
Mg2+ 3459.0 1729.5 864.9 69.2 
Na+ 1286.1 6495.1 3247.6 259.8 
SO42- 4098.8 2049.8 1024.9 82.1 
Cl- 30110.6 15058.7 7529.7 602.1 

TDS 51346 25679.1 12840.1 1026.9 
 

The injection of water with different salinity content to formation brine affects the rock-brine-
oil system interfaces equilibrium and causes chemical change in the reservoir. Software 
packages like WOLERY and PHREEQC were programed for this geochemistry. These 
databases were therefore used through Process Wizard interface provided in GEM simulator 
to model the aqueous, mineral, and ion exchange reactions.  These chemical reactions are 
reversible according to ions concentration in injected water.  

Aqueous Reactions: 

COଶ + HଶO ↔ Hା + HCOଷ
ି 

Hା + OHି  ↔ HଶO  

CaSOସ  ↔ Caଶା + SOସ
ଶି 

MgSOସ  ↔ Mgଶା + SOସ
ଶି 

NaCl ↔ Naା + Clି 

 

Mineral Reactions: 

CaCOଷ +  Hା ↔ Caଶା + HCOଷ
ି 

CaMg(COଷ)ଶ +  2Hା ↔ Caଶା + Mgଶା + HCOଷ
ି 

Ion Exchange Reactions: 

  
1
2

Ca − Xଶ + Naା ↔
1
2

Caଶା +  Na − X 

 
1
2

Mg − Xଶ + Naା ↔
1
2

Mgଶା +  Na − X 

In these ion exchange reactions, Na+ is taken up by the exchanger X on the clay surface. In case 
of low salinity water injection, multivalent ions like Caଶା and Mgଶା dissolute with carboxylate 
group from the clay surface and exchange with mono-valent ions like Naା  and Kା.  

For these ion exchange reactions on clay surface are measured by equivalent fractions 
(Na − X) , (Ca − Xଶ), and (Mg − Xଶ). Therefore, ion exchanges are modelled by selectivity 
coefficients which are operational variables as shown in Eq. (7) and Eq. (8) (Dang et al., 2013; 
Dang et al., 2015; Dang et al., 2016; Gaines and Thomas, 1953; CMG-GEM)  

 
Kᇱ

୒ୟ େୟ⁄ =
(Na − X)[m(Caଶା)]଴.ହ

[(Ca − Xଶ)]଴.ହm(Naା)
×

[γ(Caଶା)]଴.ହ

γ(Naା)
 

(7) 

 
Kᇱ

୒ୟ ୑୥⁄ =
(Na − X)[m(Mgଶା)]଴.ହ

[(Mg − Xଶ)]଴.ହm(Naା)
×

[γ(Mgଶା)]଴.ହ

γ(Naା)
 

(8) 
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Where, m is the ion concentration and γ is the activity coefficient. In GEM, a parameter Cation 
Exchange Capacity (CEC) was introduced to measure the number of ions adsorbed on clay 
surface by ion exchange. Hence, the total number of moles of Na − X,  Ca − Xଶ, and Mg − Xଶ are 
calculated for total grid bulk volume (V) as shown in Eq. (9).  

 Vφ(CEC) = VN୒ୟିଡ଼ + 2VNେୟିଡ଼మ + 2VN୑୥ିଡ଼మ (9) 

The number of moles of Na − X,  Ca − Xଶ, and Mg − Xଶ per grid block are therefore calculated 
by dividing the bulk volume as indicated in Eq. (10). 

φ(CEC) = N୒ୟିଡ଼ + 2Nେୟିଡ଼మ + 2N୑୥ିଡ଼మ (10) 

Consequently, equivalent fractions are calculated as in the following Eq. (11), Eq. (12) and  
Eq. (13). 

(Na − X) =
N୒ୟିଡ଼
φ(CEC)

 (11) 

(Ca − Xଶ) =
Nେୟିଡ଼మ
φ(CEC)

 (12) 

(Mg − Xଶ) =
N୑୥ିଡ଼మ
φ(CEC)

 (13) 

4.3. Wettability Alteration Model 
Wettability alteration due to LSWF is modelled by shifting relative permeability curves to 
water wetting conditions. Normally relative permeability data for simulation are measured 
through core analysis experiments. However, in this study, relative permeability data are 
assumed for formation brine and the rock is considered oil wet. Therefore, relative 
permeability curves for LSWF were obtained by reducing Sor from 0.2 to 0.14 but the curvature 
was not changed as shown in the Figure 5. 

From these two sets of relative permeability curves, it is required to perform an interpolation 
for oil-water relative permeability for different salinity water injections. Relative permeability 
changes because the adsorption, dissolution, or precipitation that take place during salty water 
injection.  The ion exchange equivalent fraction one of the options provided by GEM was 
selected for oil water relative permeability curves interpolations. The ion exchange equivalent 
fraction is preferred because it includes ion exchange as the main mechanism of low salinity 
waterflooding. It was assumed in this study that if the initial equivalent fraction (Ca − Xଶ),  is 
greater than 0.4, the relative permeability curves for high salinity is used and if it is less than 
0.19, then those for low salinity are used. The initial equivalent fraction (Ca − Xଶ), between 
0.4 and 0.19, the interpolation is then performed. 



 

11 

Bucyanayandi et al.  Scientific Research Communications, vol. 3(1), 2023 

 
Figure 5. Wettability alteration modeling by shifting relative permeability curves from oil 

wet to water wet behavior 

The Eq. (14) demonstrates how the interpolant for ion exchange is calculated as proposed in 
these research studies (Egbe et al., 2021; Jerauld et al., 2008; Qiao et al. , 2015).  

 
ω =

(Ca − Xଶ) −(Ca − Xଶ)ୌୗ୛

(Ca − Xଶ) ୐ୗ୛ − (Ca − Xଶ) ୌୗ୛ 
(14) 

 Relative permeability values can then be calculated by linear interpolation as shown in the 
following Eq. (15) and Eq. (16).  

 K୰୵ = ωK୰୵
୐ୗ୛ + (1 − ω)K୰୵

ୌୗ୛ (15) 

 K୰୭ = ωK୰୭
୐ୗ୛ + (1 − ω)K୰୭

ୌୗ୛ (16) 

Where, K୰୵ and K୰୭ are water and oil relative permeability for injected brine respectively, 
K୰୵

ୌୗ୛ and K୰୭
ୌୗ୛ are water and oil relative permeability for formation brine respectively, K୰୵

୐ୗ୛ 
and K୰୭

୐ୗ୛ are water and oil relative permeability of low salinity water respectively. 

4.4. Waterflooding and CO2 Gas Flooding Modelling  
The waterflooding was modelled by using Process Wizard interface in builder that was 
provided for modelling the processes that involve geochemical changes. The maximum 
bottom hole pressure of 5500 psi and the maximum surface water rate (SWR) of 100bbl/day 
were set as the injector well constraints. The CO2 gas that was already modelled in the 
components of crude oil was selected as the injected fluid. The maximum bottom hole pressure 
of 5500 psi was also set as the injector well constraint with surface gas rate (SGR) of 100000 
ft3/day. The producer well constraints for both waterflooding and CO2 gas flooding were the 
minimum bottom hole pressure of 4060 psi and the surface oil rate (STO) of 200bbl/day. The 
simulations were run for 6 years continuously. The parameters in Table 6 were used in order 
to evaluate and compare the oil sweep efficiencies.  
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Table 6. Operational parameters for Waterflooding and CO2 gas injection simulations 

Parameters Waterflooding CO2 gas injection 
Initial phase of oil • Two phases 

(liquid-gas) 
• Single phase 

(liquid) 

• Two phases 
(liquid-gas) 

• Single phase 
(liquid) 

Injection Depth • All zones 
• Upper zones 

• All zones 
• Lower zones 

Vertical Permeability • 50 md 
• 10 md 

• 50 md 
• 10 md 

4.5. Conventional WAG and LSWAG Modelling  
The typical WAG injection was modelled by injecting both water and CO2 gas at the same 
injector well. The injector well was open and shut-in alternately after each six month for 6 
years. The figure 6 is the graphical illustration of the WAG model created.  

 
Figure 6. Graphic Model of WAG injection 

5. Results and Discussion 

5.1. Effect of initial phase of reservoir fluid 
The effect of initial phase of crude oil was evaluated by simulation of waterflooding and CO2 
gas injection separately. Due to high mole fraction of methane compared to those of other 
components, oil was initially found to exist in two phases (liquid and gas) as shown in Figure 
4. Mole fraction of oil components was therefore adjusted to create initial single liquid phase 
by increasing mole fraction of C7+ to 0.4661 and decreasing mole fraction of methane to 0.3376. 

Figure 7 illustrates the oil recovery factors comparison with oil initially in single phase and 
two-phases during sea waterflooding and CO2 gas injection respectively. The oil recovery 
factor difference is attributed to the fact that gas oil ratio is high for oil initially in two phases 
during production. In fact, the high gas production with oil initially in two phases influenced 
the relative permeabilities and caused to obtain less oil recovery percentage. 
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Figure 7. Effect of initial phase of crude oil on oil recovery factor during (a) waterflooding, 

(b) CO2 injection 

5.2. Gravity Effect  
Figure 8 displays the water and gas saturation on the course of continuing waterflooding and 
CO2 gas injection respectively. During waterflooding, water displaces oil from side-bottom of 
the reservoir from injector to the producer well. In fact, due to gravity effect, water flow down 
at the lower zones of the reservoir because it is denser than oil. The pressure difference also 
causes water saturation to increase going forward from the injector well to the producer well. 
In the case of continued CO2 gas injection, gravity effect also causes the gas to move to the 
upper zones of the reservoir from injector well to the producer well.  

(a) 

(b) 
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Figure 8. Water saturation during (a) waterflooding, (b) CO2 gas flooding  

5.3. Injection Depth Effect 
In order to control the water and gas early breakthrough from lower and upper zones of 
reservoir respectively, and improve the sweep efficiencies, the adjustment on the injection 
depth was applied by perforating upper zones for waterflooding and lower zones for gas 
injection. It was deemed to be of importance to inject water from upper zones to increase the 
volumetric sweep efficiency by retarding the water breakthrough while favoring the 
horizontal front displacement of water in upper zones of the reservoir. The graphs in Figure 9 
display the comparison between front displacement of water when injected from upper zones 
and when injected from all zones. 

 

(a) 

(b) 
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Figure 9. Water saturation profile during waterflooding from (a) all zones, (b) upper zones 

 

On the other hand gas was injected from lower zones of the reservoir to allow gas to contact 
with oil at the lower and middle zones of the reservoir and eventually prevent early gas 
breakthrough at the upper zones of the reservoir. Figure 10 below shows the positive impact 
of injecting gas through perforations in the lower zones; there is an increased region contacted 
with gas and hence increased the oil sweep efficiency. 

 

(a) 

(b) 
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Figure 10. Gas saturation profile during gas injection from (a) all zones, (b) lower zones 

5.4. Effect of Vertical to Horizontal Permeability Ratio 
Vertical permeability controls vertical flow of reservoir fluids as well as the injected fluid. The 
effect of the ratio of vertical to horizontal permeability was therefore evaluated through 
simulation results. The simulation results of waterflooding and CO2 gas injection with constant 
horizontal permeability (50md) and different vertical permeability (50 md and 10 md) are 
reported through water and gas saturation profiles. From Figure 11, with low vertical 
permeability (10 md) there is an increase of volumetric sweep efficiency of water displacing 
oil during waterflooding. In fact, volumetric sweep efficiency is increased with low vertical to 
horizontal permeability ratio because water injected from the upper zones can relatively flow 
horizontally. 

 

(a) 

(b) 
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Figure 11: Water saturation during waterflooding with vertical permeability of (a) 50 md and  

(b) 10 md 

In Figure 12, lowering the vertical permeability increases the frontal displacement of oil by gas 
injection in lower and middle zones of the reservoir while also controlling the early gas break 
through from the upper zones of the reservoir. 

 

 

 

 

(b) 

(a) 



 

18 

Bucyanayandi et al.  Scientific Research Communications, vol. 3(1), 2023 

 

 
Figure 12. Gas saturation during CO2 gas injection with vertical permeability of (a) 50 md 

and (b) 10 md 

5.5. Conventional WAG injection 
In both cases of separate waterflooding and CO2 gas injection, there are eventually water and 
gas breakthrough from lower and upper zones of the reservoir respectively while there 
remains a sizable region un-swept. It is therefore for this reason that the combination of water 
and gas was proposed and applied to produce the attic oil that remains in the case of only 
waterflooding and oil in lower zones in the case of only gas injection. After analysis of effects 
of gravity, initial oil phase, injection depth, and vertical to horizontal permeability ratio on 
individual waterflooding and CO2 gas injection; the favorable conditions were applied for 
WAG injection simulation.  

The initial single phase of oil was considered as it produced higher oil recovery percentage.  
The gravity effect during WAG injection is the most obvious because of density differences 
between water, oil, and gas. The waterflooding from the upper zones and CO2 gas injection 
from the lower zones of the reservoir was also applied. In addition, the vertical permeability 
of 10 md and horizontal permeability of 50 md were used for WAG injection.  As results, it is 

(a) 

(b) 
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shown in Figure 13 that the combination of water and gas is more efficient for increasing the 
sweep area and consequently increases the oil recovery.  

 
Figure 13. Frontal displacement of oil during WAG injection 

 

Figure 14 shows the comparison of oil recovery factor for waterflooding, CO2 gas injection and 
conventional WAG injection. The WAG injection increased oil recovery factor by about 10% 
from individual waterflooding and CO2 gas injection. This result is explained by the fact that 
the combination of water and gas improves both macroscopic oil sweep and oil displacement 
efficiencies respectively. In fact, water displace oil from side-bottom and hence improve the 
macroscopic oil sweep efficiency. On the other hand, the CO2 gas increases oil mobility by 
reducing its viscosity and hence it improves the oil displacement efficiency.   

 

 
Figure 14. Advantage of WAG injection over continued waterflooding and CO2 gas injection 
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5.6. Low Salinity Waterflooding (LSWF)  
The effect of salinity of injected water was also evaluated through the results from a series of 
waterflooding by tunning its salinity. From the simulation results of different waterflooding 
scenarios as shown in Figure 15, there is an increase of about 8% of oil recovery factor from 
simulation with sea water of 51346ppm to simulation with low salinity of 1026.9ppm. In 
addition, the results show that low salinity and completely deionized waterflooding provide 
the same oil recovery factor. It means that the necessary dissolution of clay minerals for 
optimum oil recovery is achieved with low salinity of 1026.9ppm.   

 
Figure 15. Oil recovery factor from different simulation scenarios of low salinity 

waterflooding 

This increase of oil recovery factor by decreasing water salinity is attributed to the multi-ion 
exchange and mineral reactions that take place when low salinity water is injected into the 
rock containing clay minerals. There is wettability alteration from oil wet to preferred water 
wet when low salinity water is injected. In fact, the multi-ion exchange and wettability 
alteration are the two main mechanisms that oil is freed from pores and displaced by water in 
the case of LSWF. In addition, low salinity waterflooding increases oil recovery by breaking 
the rock-brine-oil interfacial tension. So, there is dissolution of rock minerals like calcite and 
dolomite which respectively release Ca2+ and Mg2+ with carboxyl complex in a multi-ion 
exchange during low salinity waterflooding. 

On contrary, high salinity waterflooding results no wettability change instead there is more of 
ion adsorption. The adsorption of divalent ions like Ca2+ on clay surface creates a strong 
interfacial tension between oil and clay surface. 

5.7. Conventional WAG vs LSWAG 
The combination of waterflooding and gas injection while also focusing on the effect of salinity 
content in injected water was evaluated and the performances of conventional WAG and 
LSWAG injections were compared. The simulations results of conventional and LSWAG 
injections showed that the combination of waterflooding from upper zones and CO2 gas 
injection from lower zones of the reservoir, and reducing vertical to horizontal permeability 
ratio improves significantly the total sweep efficiency. The contribution of CO2 gas injection in 
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improving the oil displacement was observed for both conventional WAG and LSWAG 
injections. The waterflooding contributed on improving the volumetric sweep efficiency in 
both cases but low salinity content in LSWAG injection particularly increases microscopic 
sweep efficiency due to multi-ion exchange. In other words, the increase of oil recovery factor 
by LSWAG injection is mainly attributed to multi-ion exchange and wettability alteration 
processes that take place during low salinity waterflooding. From the graphs in Figure 16, 
LSWAG injection produced higher oil recovery factor up to 6% more than sea water or 
conventional WAG after 6 years.  

 
Figure 16. Comparisons of oil recovery factor from conventional WAG and LSWAG with 

maximum oil flow rate of 500bbl/day. 

6. Conclusions 
The effect of initial phase of crude oil, gravity, injection depth, and vertical permeability were 
considered and adjusted to minimize water and gas breakthrough while improving oil 
recovery factor during waterflooding,  CO2 gas flooding and WAG injection. The application 
of conventional WAG injection and LSWF individually was a success in improving oil 
recovery. However, this study showed that the combination or hybrid of the two methods 
improve further oil recovery for a typical sandstone reservoir. The effect of LSWF on releasing 
and displacing oil from pore surfaces is described through different mechanisms mainly 
wettability alteration and multi-ion exchange.  

A series of simulation runs of different scenarios of waterflooding, CO2 gas flooding, and 
WAG injection were performed by using CMG-GEM simulator. After the results were 
discussed and analyzed; the following conclusions were drawn: 

1. The conventional WAG injection is the combination mechanism of waterflooding and gas 
injection that was invented to improve individual method of oil recovery. During WAG 
process, the oil sweep efficiency increases from individual waterflooding and gas 
injection, and as a result oil recovery factor increases. In this study, an increase of about 
10% of oil recovery factor by conventional WAG injection to continued classical 
waterflooding and CO2 gas injection was observed. 
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2. The oil recovery factor is higher with oil initially in single phase (liquid) than in two 
phases (liquid-gas) due to high gas to oil ratio for oil initially in two liquid-gas phases.  

3. The waterflooding from upper zones and gas injection from lower zones of reservoir 
increase oil sweep efficiency  and also prevent early breakthrough of injected fluids.  

4. The low vertical to horizontal permeability ratio while injecting gas from lower zones and 
water from upper zones increases further the sweep efficiency as horizontal flow of water 
in upper layers and gas in lower layers respectively improve.   

5. The water salinity effect was observed while comparing oil recovery factors from 
simulations of conventional WAG and LSWAG. There is up to about 6% increase of oil 
recovery factor from conventional WAG with sea water with salinity of 51,346 ppm to 
LSWAG with diluted sea water with salinity of 1027ppm.  
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Abstract  

In this study, a new wastewater load allocation approach using a linked simulation-
optimization model is proposed to determine the receiving body-based discharge limits by 
considering the discharge standards used by the European Union Water Framework Directive. 
By using the proposed approach, wastewater loads of point sources can be determined in such 
a way that the parameters exceeding the water quality targets (WQT) in receiving water bodies 
meet the relevant WQT. The simulation part is used to determine pollutant concentrations 
throughout the river system using the AQUATOX water quality simulation model. However, 
since AQUATOX is an independent simulation model and its source code is not publicly 
available, it is not possible to execute it with the optimization model for the generated load 
combinations. Therefore, a concentration-response matrix (CRM) is developed as a surrogate 
water simulation model by using the outputs of the AQUATOX model. After this process, the 
developed CRM is integrated into an optimization model where the heuristic differential 
evolution (DE) optimization approach is used. The performance of the proposed simulation-
optimization approach is evaluated on a sub-watershed of the Kucuk Menderes River Basin 
by considering different waste load allocation scenarios for the CBOD5 water quality 
parameter. The results showed that the proposed simulation-optimization approach can 
effectively allocate the wastewater loads among different point sources by considering the 
WQT values of the CBOD5 parameter. 

Keywords: Wastewater; load allocation; simulation-optimization   

 

1. Introduction  

Wastewater load allocation (WLA) is an important component of water quality management 
and plays a key role to obtain satisfactory water quality in river basins. Treated and untreated 
wastewater discharges contribute to the deterioration of river water quality, which can cause 
lethal effects on aquatic life. Therefore, a considerable number of published studies exist on 
solutions to control wastewater discharge loads and increase water quality through water 
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resources planning and management (Boose, 2002; Jia and Culver, 2006; Deng et al., 2010; Su 
et al., 2018; Afshar et al, 2018). These studies generally use trial-and-error based approaches to 
meet the relevant water quality standards; however, it is not practical to obtain solutions for 
multiple pollutant sources (Boose, 2002). Recently, most WLA studies have only been carried 
out to determine the quantity of reducing pollution levels at the sources by simulation-
optimization model until obtaining satisfactory water quality and maximum discharge load 
considering the economic efficiency of production facilities (Burn and Yulianti, 2001; Cho et 
al., 2004; Jia and Culver, 2006; Deng et al., 2010; Zou et al., 2010, Han et al., 2011; Afshar and 
Masaumi, 2016; Afshar et al., 2018; Saadatpour et al., 2019; Su et al., 2019). Thus, many studies 
involving simulation-optimization models can be found in the scientific literature. Among 
them, Deininger (1965) first employed simulation-optimization models where linear 
programming based deterministic optimization approach was used to improve the water 
quality by considering the dissolved oxygen concentration in the river system. Similarly, 
Revelle et al. (1968) used linear programming to obtain pollutant loads that result in 
satisfactory water quality in river system. On the other hand, Liebman and Lynn (1966) and 
Klemetson and Grenny (1985) used dynamic programming to minimize wastewater 
management costs.  

Note that in the conducted studies, the water quality processes in river systems were simulated 
with different simulation models such as QUAL2E (Burn and Yulianti, 2001; Parmar and 
Keshari, 2014; Saadatpour and Afshar, 2007), QUAL2K (Saadatpour et al., 2019), CE-QUAL 
(Afshar et al., 2018), WASP4(Cardwell and Ellis, 1993), etc. These water quality simulation 
models have been combined with both heuristic and deterministic optimization approaches. 
In those approaches, pollutant loads were equally allocated (equality approach) among the 
point sources, no matter which simulation and optimization models are used (Burn and 
Yulianti, 2001; Cho et al., 2004; Afshar and Masaumi, 2016; Afshar et al., 2018; Saadatpour et 
al., 2019). Although this equity approach seems quite reasonable for points sources with 
similar characteristics, it may not be reasonable to allocate the same pollutant loads to sources 
that have different characteristics and capacities. In 2020, an unequally load allocation 
approach have been suggested to overcome with this problem in the literature and this 
approach have been used with deterministic GRG optimization technique (Sadak et al., 2020).  

In this study, a novel simulation-optimization approach is proposed for allocating the 
wastewater discharge loads considering water quality targets (WQTs). In contrast to most 
previous studies, waste loads are allocated among point sources by assigning different 
allocation weights for each source. In the simulation part of the proposed approach, 
carbonaceous biochemical oxygen demand (CBOD5) is considered the main water quality 
parameter, and the AQUATOX (Park et al., 2008) model is used to simulate the fate and 
transport of this parameter in the river system. It should be noted that the water quality model 
should be executed separately in an iterative fashion for each scenario that was generated by 
the optimization model. However, AQUATOX is an independent simulation model, and it 
cannot be executed directly from the optimization model for the generated load allocation 
scenarios. Therefore, a concentration-response-matrix approach (CRM) is developed that is 
based on the resulting concentration of the discharged pollutant in the river. CRM is basically 
a surrogate water quality model that provides the change in pollutant concentration in the 
river for unit load discharges. The surrogate water quality model approach based on CRM was 
originally developed to solve groundwater problems by Gorelick (1982a, 1982b), but Su et al. 
(2019) and Sadak et al. (2020, 2022) have used it to solve surface water quality problems. This 
developed CRM-based surrogate model is then combined with a heuristic optimization model 
where the DE optimization approach is used. The performance of the proposed simulation-
optimization approach is evaluated on a sub-watershed of the Kucuk Menderes River Basin 
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by considering different waste load allocation scenarios. The identified results indicated that 
the proposed simulation-optimization model can successfully allocate the pollutant loads by 
considering different load allocation weights. 

2. Problem Definition 
The problem of waste load allocation by means of the proposed simulation-optimization 
approach can be defined by the conceptual example given in Figure 1, where concentration 
curves are intended to show just increases in concentrations, and do not reflect the real 
outcome of an advection-dispersion process.  

Figure 1. A conceptual model of wastewater load allocation (a) before allocation, b) equal 
allocation approach, c) proposed allocation approach 

As can be seen from the conceptual example, there are three pollutant point sources in the 
river system. The influence of these source locations on the receiving water body can be 
measuring concentrations at three monitoring points, each located downstream of a source. 
Figure 1(a) represents a case where no allocation plan is followed by the decision-makers. In 
this case, each source discharges the pollutant without considering the WQT in the receiving 
water body, therefore WQTs are not satisfied at the second and third monitoring points. In 
Figure 1(b), the optimization approach has been applied by considering the equality approach 
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such that all the sources have the same pollutant loads. As shown, WQT limits are satisfied for 
all the monitoring points. On the other hand, in Figure 1(c), the pollutant loads are allocated 
using weights that are proportional to initial load allocations. As can be seen, the final loads 
are allocated proportionally to the initial condition while satisfying the WQT at all monitoring 
locations. Similarly, it is possible to assign different load allocation weights to different 
locations depending on their relative load allocation importance to each other. The following 
section explains how this proposed load allocation procedure is mathematically applied to the 
solution of the problem.  

2.1. Proposed Simulation-Optimization Approach 
The objective of the optimization model is to maximize the total pollutant loads at the source 
locations subject to WQTs at the monitoring points. Mathematically, this optimization 
objective can be formulated as in Eq (1): (𝑖 = 1, 2, 3, … , 𝑛𝑑;   𝑗 = 1, 2, 3, … , 𝑛𝑚;   𝑡 = 1, 2, 3, … , 𝑛𝑡): 

 

 𝑍 = max {∑(𝑞𝑖 − 𝜆1 × (𝑞𝑖 − 𝜔𝑖 × 𝑞∗)2

𝑛𝑑

𝑖=1

) − 𝜆2 × ∑ ∑(𝐶𝑗(𝑡) − �̃�)2
𝑛𝑡

𝑡=1

𝑛𝑚

𝑗=1

} (1) 

subject to Eq (2), Eq (3), Eq (4), Eq (5) and Eq (6): 

 𝑞𝑖 = 𝒞𝑖 × 𝑄𝑖  (2) 

 𝑞∗ =
∑ 𝑞𝑖

𝑛𝑑
𝑖=1

∑ 𝜔𝑖
𝑛𝑑
𝑖=1

 (3) 

 𝐶𝑗(𝑡) = ∑ 𝛼𝑖,𝑗(𝑡) × 𝑞𝑖 + 𝐶𝑗
0(𝑡)

𝑛𝑑

𝑖=1

 (4) 

 𝒞min ≤ 𝒞𝑖 ≤ 𝒞max (5) 

 𝛼𝑖,𝑗(𝑡) =
𝜕 (�̂�𝑗(𝑡) − 𝑐𝑗

0(𝑡))
𝜕𝑞𝑖

 (6) 

 

where, 𝑛𝑑  is the number of point sources, 𝑛𝑚 is the number of monitoring points, 𝑛𝑡 is the time 
step and 𝑞𝑖 is the load of the 𝑖𝑡ℎ point sources, Z is the objective function value to be 
maximized, 𝜆1 is the first penalty coefficient, which maintains the weighted load allocation 
among pollution sources, 𝜆2 is the second penalty coefficient that ensures highest possible load 
discharges from the point sources, 𝜔𝑖 is the load allocation weight of point sources, 𝑞∗ is the 
allocated load, which ensures that the load of the pollutant is allocated among the source 
locations at desired levels (𝑞∗ equals to the mean of 𝑞𝑖 , if 𝜔𝑖 values are all equal to 1), 𝐶𝑗(𝑡) is 
the concentration of the 𝑗𝑡ℎ pollutant calculated by the response-matrix and �̃� is the WQT for 
the CBOD5 parameter, 𝒞min and 𝒞max are the minimum and maximum CBOD5 concentrations. 
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As can be seen from Equation 1, the objective function of the optimization model includes two 
penalty functions. The first penalty function is used to allocate the pollutant loads among the 
source locations proportionally with the given load allocation weights (𝜔𝑖). The second 
penalty function is used to ensure that the differences between the simulated pollutant 
concentration and WQT value are minimized. Note that the optimization formulation given 
above also includes the components of the CRM-based surrogate model. The proposed CRM 
based surrogate model is based on the principle of linear superposition which requires of 
linear relationship between the input and output data. It can also be used to simulate the fate 
and transport of the multiple water quality parameters. The elements of CRM are calculated 
by executing the AQUATOX water quality simulation model for unit load discharges from the 
source locations. After each model execution, the resulting pollutant concentrations at the 
monitoring points are saved. The background concentrations are then subtracted from the 
simulated concentrations to obtain an independent response of the system for the given unit 
loadings. The calculated CRM can then be used as a surrogate water quality simulation model 
and integrated into the optimization model for solving the WLA problem. Detailed 
information regarding the proposed CRM-based water quality simulation model can be found 
in Sadak (2019). Note that all solutions are conducted using the differential evolution (DE) 
approach in the optimization model. DE is an evolutionary-based heuristic optimization 
approach and has similar computational steps with the genetic algorithm (GA) where the 
natural evolution process is simulated through mutation, selection, and crossover operations. 
Despite their similarities, there are some differences such as most GA applications consider 
the binary coding system whereas DE considers real number coding systems. Furthermore, 
each candidate solution in GA is subjected to the genetic evolution process if the associated 
probability of that process is satisfied whereas each candidate solution in DE is subjected to 
those processes without considering any probability. Compared to other heuristic 
optimization algorithms, DE is relatively easy to employ and is less prone to get stuck in local 
optimums which is one of the reasons it is used to solve the WLA problems in this study.  

3. Study Area 
The applicability of the proposed simulation-optimization approach is evaluated by 
considering hypothetical but realistic water quality parameters on a tributary of a sub-
watershed of the Kucuk Menderes River Basin (KMRB). The KMRB is located in the western 
part of Turkiye (Figure 2) and lies between 38° 41’ 05’’ and 37° 24’ 08’’ N latitudes and 28° 24’ 
36’’ and 26° 11’ 48’’ E longitudes. The main river reach of the basin has a mean discharge of 
11.45 m3/s and nearly 130 km length that originates from the Kiraz region and together with 
other tributaries, it discharges all the carrying water to the Aegean Sea. In particular, the city 
of Izmir, which is the third largest city in Turkiye, is located in the lower basin. Therefore, the 
water quality of the Kucuk Menderes River is prone to serious environmental stresses since 
industrial and agricultural activities are very dominant around Izmir.  

Figure 2 also includes the location of this tributary which is called the Ilica Stream. Note that 
this hypothetical example includes 5 point sources, and the impact of these sources is recorded 
at three monitoring points. Locations of the point sources and monitoring points are given in 
Figure 3. Among the point sources shown in Figure 3, S1 represents a domestic wastewater 
treatment plant, S2 is considered as a point source representing the mass influx from the 
tributary, Uladi Stream. The remaining three sources (S3-5) represent the discharge locations of 
the industrial facilities in the region. After defining the point sources and monitoring locations, 
the fate and transport of the CBOD5 water quality parameter is simulated by using the 
AQUATOX simulation model. This study is one of the outputs of the TUBITAK research 
project, and data related to the study area were obtained due to detailed field studies. As 
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mentioned earlier, a hypothetical water quality model has been created using real field 
measurement and pollutant point sources. 

 
Figure 1. The Kucuk Menderes River and its basin boundary 

 
Figure 2. Application study area on the Kucuk Menderes river sub-basin 
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4. Model Application 
As explained previously, the proposed simulation-optimization approach aims to allocate the 
pollutant loads among the source locations based on the given load allocation weights. To this 
aim, four different hypothetical load allocation scenarios have been considered to evaluate the 
applicability of the proposed load allocation scheme (Table 1). In the first scenario, the load 
allocation weights are taken as 1 for all the sources. In the other scenarios, different load 
allocation weights are considered for the point sources to evaluate if the pollutant loads are 
proportionally allocated among the source locations or not. For all the scenarios, the following 
site characteristics were used: Number of sources: 𝑛𝑑 = 5 (S1, S2, S3, S4, S5); Number of 
pollutants: 𝑛𝑐 = 1 (organic matter in the form of suspended  and dissolved detritus); Number 
of monitoring points: 𝑛𝑚 = 3 (KM-19, KM-20, KM-22); Number of time steps: 𝑛𝑡 = 30 days. 
Note that the penalty coefficients of 𝜆1 and 𝜆𝟐 have been selected as 1 and 109 , respectively 
according to previous trials. Furthermore, the WQT for the model output CBOD5 was selected 
as 𝐶 = 8 mg/L considering environmental quality standards for the optimization process.  

Table 1. The load allocation coefficients (𝜔𝑖) for each scenario 

Sources Scenario 1 Scenario 2 Scenario 3 Scenario 4 
S1 1 2 1 2 

S2 (Tributary) 1 1 1 1 
S3 1 1 1.5 1 
S4 1 1 1 2 
S5 1 1 2.5 3 

5. Results 
Application results of the simulation-optimization approach for Scenario 1 – 4 are summarized 
in Figure 4. It is evident that the proposed approach allocates the total pollutant loads among 
point sources proportionally with the given load allocation weights. For example, since the 
load allocation weights in Scenario 1 are the same, all the sources get the same pollutant loads 
as expected by the optimization model. For Scenario 2, since only the first source has a weight 
of 2 whereas the others have 1, the first source location gets two times greater pollutant loads 
than the others in the basin. Note that all of these load allocation weights are hypothetically 
generated for evaluating the applicability of the proposed simulation-optimization approach. 

 
Figure 4. Simulation-optimization model results for each scenario 

Another important result of the simulation-optimization model is the CBOD5 concentrations 
which, it should be lower than 8 mg/L throughout the river system for the satisfactory water 

46
2.
13

79
6.

58

32
5.

94 51
6.

51

46
2.

13

39
8.

29

32
5.

94

25
8.

2546
2.

13

39
8.

29

48
8.

91

25
8.

2546
2.

13

39
8.

29

32
5.

94 51
6.

51

46
2.

13

39
8.

29

81
4.

85

77
4.

77

0
100
200
300
400
500
600
700
800
900

Scenario 1 Scenario 2 Scenario 3 Scenario 4

q 
(k

g/
da

y)

S1 S2 (Tributary) S3 S4 S5



 

8 

Sadak et al.  Scientific Research Communications, vol. 3(1), 2023 

quality. For the output CBOD5 concentrations, comparison of the post allocation final 
calculated values at the monitoring points with the corresponding WQT is given in Table 2. 
As can be seen for all the scenarios, the calculated CBOD5 concentrations are lower than the 

WQT at KM-19 and 20. On the other hand, the CBOD5 concentration is equal to the WQT at 
monitoring point KM-20, which is an expected result since KM-20 is located in the downstream 
reach of the tributary. This also means that the simulation-optimization approach allocates the 
maximum amount reasonable load among the sources. 

Table 2. Resulting CBOD5 concentrations for the obtained load allocations of each scenario 

 �̃� (mg/L) 

CBOD5 concentrations in the stream after load allocation 

𝐶𝑗(30) (mg/L) 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

KM-19 
8 

2.33 4.01 1.64 2.60 
KM-20 5.82 6.51 4.80 5.40 

KM-22 8.00 8.00 8.00 8.00 

6. Conclusions 
In this study, a simulation-optimization approach is proposed for solving the WLA problems 
in river basins. The proposed approach aims to allocate the pollutants loads among the sources 
by considering environmental WQT values in the receiving water body. Furthermore, this 
proposed approach considers the load allocation weights for all the point sources to allocate 
the total loads as to be proportional to the provided weights. This is one of the most important 
contributions of this study since the proposed approach suggests controlling the load 
allocations at certain levels for all the source locations. To simulate the fate and transport of 
the pollutants in river systems, a new CRM-based surrogate water quality simulation 
approach is also developed which is the other important contribution in this study. This 
developed CRM-based surrogate model is integrated with a DE-based optimization model. 
The performance of the proposed simulation-optimization approach is evaluated on a sub-
watershed of the Kucuk Menderes river basin in Turkiye by considering different waste load 
allocation scenarios. Identified results indicated that the proposed simulation-optimization 
approach can successfully allocate pollutant loads by considering the provided load allocation 
weights and by satisfying the WQT values for all the monitoring points. 
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Abstract 

In this study, the CCHE2D model is used to analyse the flow pattern in a meander reach of 
the Gomati River. The finite volume method is used by the numerical model to solve the 
depth-averaged two-dimensional equations with 𝑘 − 𝜀  turbulence closure. The numerical 
findings were compared with field data for two different flow rates in order to calibrate the 
CCHE2D model using various Manning's roughness coefficients. The results show that for 
the minimum and maximum discharges, a smaller Manning's roughness factor (0.015 ≥ 𝑛 ≥
0.025)  is more favorable to a higher Manning's roughness factor (0.030 ≤ 𝑛 ≤ 0.040). The 
results of the numerical model demonstrated that fluctuations in hydraulic parameters 
including shear stress, velocity, flow depth, and Froude number in the river bend are greatly 
influenced by the existence of centrifugal force and helical cells. The linear relationship 
between velocity and shear stress is presented across the whole study reach, as indicated by 
the R-square and linear correlation coefficient (r) components. The results of the model show 
that the flow field within the river bend can be accurately simulated by the computational 
model. 

 Keywords: Gomati River; CCHE2D; Manning’s coefficient; meander reach  

 

1. Introduction  

One of the most common river patterns found in nature are meandering rivers, which are 
formed into different shapes by rivers due to their dynamic character. Its platform is always 
changing, and these changes have a big impact on the morphology and hydraulic condition. 
Meandering rivers are single channels with a sinuous planform composed of a succession of 
loops that are often irregular, asymmetrical, and complex in reality though being shown as 
having regular form and size (Hooke, 2013). The effects of secondary flow, free surface 
variation, section geometry, and flow separation along the inner bend wall, which are not 
seen along straight paths, combine to produce extremely complex three-dimensional (3D) 
flows in meander rivers or river bends. One of the key aspects of open channel flows is the 
distribution of flow velocity in the longitudinal and lateral directions. This aspect is related 
to a variety of flow characteristics, such as the water profile, the distribution of shear stress, 
secondary flow, channel conveyance, and other flow entities. Secondary currents are one of 
the important characteristics that define flow in meander bends. According to Chang (1984), 
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even for small curves without flow separation, flow resistance or the energy cost caused by 
transverse flow can be extremely large. Many researchers have studied flow dynamics in a 
wide variety of channel bend configurations using various methods owing to the major 
significance of this content (Tominaga and Nagao, 2000; Blanckaert and Graf, 2001; Booij, 
2003; Blanckaert and De Vriend, 2004; Lu et al., 2004; Bodnar and Prihoda, 2006; Roca et al., 
2007; Blanckaert, 2009; Zhou et al. 2009). These studies aim to collect data on flow variables 
in channel bends and analysis of the results that have provided the knowledge base for 
understanding the bend flows. Due to improvements in computers and numerical 
computation techniques, Computational Fluid Dynamics (CFD) models have seen a 
substantial increase in use in recent decades for studying outdoor channels and river 
dynamics. In order to solve difficult hydrodynamic issues, numerical models have been 
applied widely at different scales. Various types of numerical models have been employed to 
explain the details of flow within bends and meandering channels using different turbulence 
modelling techniques, such as the direct numerical simulation (DNS), large eddy simulations 
(LES), or the Reynolds-Averaged Navier–Stokes (RANS) approach.Ye and Mccorquodale 
(1998) simulated the flow and mass transfer in a 270° curved channel using a mathematical 
model of 3D free surface flows. A fractional three-step implicit algorithm uses a collocated 
grid system to solve the governing equations. A two-dimensional (2D) numerical model was 
used by Lien et al. (1999) to study the flow pattern at a 180° bend with a rigid bed. They 
found that the secondary flow significantly affects the flow patterns and the path of 
maximum velocity along the channel. Huang et al. (2009) used various pressure solution 
techniques along with different turbulence closure methods, to evaluate the spiral flows in 
an experiment's curved channel, use models like the 𝑘 − 𝜀 model and the mixing-length 
model. To understand hydrodynamics sedimentation and its transport mechanism, a general 
tool CCHE2D was developed by National Center for Computational Hydro Sciences and 
Engineering (NCCHE), University of Mississippi. CCHE2D is widely used by the riverine 
scientist for sediment and flow modelling Singh (2005); Kamanbedast (2013). CCHE2D 
model has been used for simulation at the Nile River (Elbogdady reach), and multi 
parametric sensitivity with different roughness parameters were evaluated using RSQ and r 
factors (Nassar, 2011). Mohanty et al. (2012) investigated wide meandering compound 
channels using CCHE2D to analyse the depth-averaged velocity. The results indicated that 
centrifugal force and secondary flow have a significant impact on the flow patterns in a 
channel bend. The maximum velocity in the main channel is closer to the inner bend whether 
it is above or below the bank level, according to McKeogh and Kiely's (1989) analysis of the 
velocity profile in meandering compound rivers. Elyasi and Kamandbedast (2014) used the 
CCHE2D model to investigate numerical modeling of river flow with a 90 degree bend. The 
results of flow pattern simulations in meandering sections using the CCHE2D model in the 
Khoshke-rud river in Iran show that using numerical flow simulations for flow modeling is a 
step closer to being a universal predictor of processes in meandering rivers (Fathi et al., 
2012). Yusefi Haghivar et al. (2017) used CCHE2D model to investigate the hydraulic 
parameters of flow depth and velocity in the Karoon River, Iran. Ultimately, it became clear 
that there was a subtle harmony between changes in river depth and flow, with most 
changes occurring in meanders and bends. Scott and Jia (2005) concluded that CCHE2D is 
capable of simulating both hydrodynamic and sediment properties of complex river network 
and has proved the model as a valuable tool for engineering projects. Current study 
performs flow analysis in the meander reach of the Gomati River using the CCHE2D 
modelling software.  

A review of the literature shows that there are few comprehensive studies of 2D numerical 
modelling of meandering flow. The goal of this work is to analyse earlier studies that 
assessed a river meander’s flow characteristics using numerical techniques. In the present 



Das and Biswal  Scientific Research Communications, vol. 3(1), 2023   

 

3 

study, the flow pattern of the Gomati River s analysed using the most recent CCHE2D 
modelling software. This study utilizes a numerical model that solves the 2D depth-averaged 
conservation equations to examine the flow characteristics of a meander reach with a 90° 
angled bend for the Gomati channel. The main goals of this study are to analyse the flow 
patterns in meander reaches and to measure various hydraulic parameters in the Gomati 
River study course, including shear stress, total specific discharge, velocity, and Froude 
number. Different Manning’s roughness coefficients are used as the initial conditions to 
calibrate the CCHE2D model for the Gomati River flow simulation, and simulation results 
are compared with measured flow data. 

2. Materials and Methods 

2.1 Study Area 

The Gomati River, 56 kilometers south-west of Agartala, is the site of a significant field 
project on the river bend that includes in this study (Figure 1). The Gomati catchment covers 
2492 km² (1921 km² belongs to hilly region and only 571 km² about 23% lies on the plain) is 
located in the lower middle part of Tripura. It is located between 23°47’N and 23°47’N in 
latitude and 91°14’E and 91°58’E in longitude. The Gomati River is the largest river of State 
of Tripura, India and the river is 167.4 kilometers in length, with an elevation range of 18.288 
to 112.166 meters above mean sea level.  

Table 1. Physical parameters of the present study. 
Stream 
length 

(𝒔𝑳) , m 

Valley length 
(𝑽𝑳), m 

Width 
(𝑩), m 

Bed slope 
(𝑺) 

Angle 
(𝜷), degree 

Radius of 
curvature 

(𝑹𝑪), m 

Sinuosity 
(𝑲) 

94.62 53.16 42.7 0.0006 90 60.22 1.78 
 

The Gomati River’s 94.62 m bend is used in the current study for flow simulation to 
understand the behavior of river flow dynamics. A bathymetric survey was carried out to 
obtain information at the study site under consideration. Hydrologic data were collected 
throughout the field campaign at upstream stage recorders, and were converted to discharge 
values using stage-discharge rating curves (Figure not shown). The rating curve is the 
relationship between stage (river water level) and streamflow (discharge). A rating curve 
was established, because at many channel locations, the discharge is not a unique function of 
stage; but also the slope of the water surface, the channel geometry, and the unsteadiness of 
flow. So, the rating relationship thus established is used to transform the observed stages 
into the corresponding discharges. Field data is analyzed analytically and compared to stage 
record data. 

 
Figure 1. Location map of the considered reach of Gomati River 
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2.2. CCHE2D Model 
The CCHE2D model is a comprehensive software programme for the 2D modelling and 
analysis of morphological phenomena and free surface flows. Figure 2 shows the flow chart 
for the flow simulation modelling process utilising the digital elevation model and the 
integration of CCHE2D models and Arc GIS. The package comprises of the numerical 
models, a mesh generator (CCHE2D Mesh Generator) and a Graphical User Interface 
(CCHE2D-GUI). For the CCHE2D model system, the mesh generator helps in the formation 
of a complex structured mesh system. The CCHE2D series, which includes the grid generator 
and CCHE2D-GUI, was used to create a topographical file that could be loaded as part of the 
modelling procedure. In the earlier, each of the flow data is input using a flow input device, 
which is then utilised to do analysis and show the results. In the former, topographic data 
are used to construct a mesh. The digital elevation topography data received that was 
clipped in ArcGIS primarily contained the river bend that is significant for the overbanks. 
The Digital Elevation Model (DEM) was cropped and then converted to ASCII output in 
order to be input into CCHE2D Model Generator. After the topography data was loaded into 
the CCHE2D grid generator, the block defining the boundaries of the river was generated. 
The mesh generating toolbar was used to discretize the algebraic mesh created from the 
topography into finer meshes. A minimum number of dry grid cells were used with arbitrary 
initial flow parameters, such as the initial depth of the water surface at the river inflow and 
outlet. The water surface level was interpolated using the interpolation tool in the set flow 
beginning conditions toolbar. The roughness characteristics were entered into the CCHE2D-
GUI with probable values for the overall topography. The water surface level and flow 
discharge were set using intake boundary condition and outlet boundary condition, 
respectively, in the current study. Ten-second time steps were utilised to simulate an entire 
day. This study only utilise the hydraulics capability of CCHE2D. 

 
Figure 2. Flow chart shows the operations involved in the flow simulation modelling with 

the digital elevation model and the combination of Arc GIS and CCHE2D models 

2.3 Numerical Method 
Numerical model was applied to solve depth-averaged two-dimensional conservation 
equations with 𝑘 − 𝜀 turbulence closure using CFD software (CCHE2D) model. In the 
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present study, the Finite volume method (FVM) with the second order upwind scheme is 
used to discretize the governing equations. The governing 2D continuity and momentum 
equations for an incompressible fluid flow are written as Eq. (1), Eq. (2) and Eq. (3): 

Continuity 
Equation 

∂Z
 𝜕𝑡

+ 𝜕(ℎ𝑢)
𝜕𝑥

+ 𝜕(ℎ𝑣)
𝜕𝑦

 = 0 (1) 

Momentum 
Equations 

𝜕𝑢
𝜕𝑡

+ 𝑢 𝜕𝑢
𝜕𝑥

+ 𝑣 𝜕𝑢
𝜕𝑦

 = −𝑔ℎ 𝜕𝑍
𝜕𝑥

+  1
ℎ

 [𝜕(ℎ𝜏𝑥𝑥)
𝜕𝑥

+ 𝜕(ℎ𝜏𝑥𝑦)
𝜕𝑦

] −  𝜏𝑏𝑥
𝜌ℎ

+ 𝑓𝐶𝑜𝑟𝑣 (2) 

𝜕𝑣
𝜕𝑡

+ 𝑢 𝜕𝑣
𝜕𝑥

+ 𝑣 𝜕𝑣
𝜕𝑦

 = −𝑔ℎ 𝜕𝑍
𝜕𝑦

+  1
ℎ

 [𝜕(ℎ𝜏𝑦𝑥)
𝜕𝑥

+  𝜕(ℎ𝜏𝑦𝑦)
𝜕𝑦

] −  𝜏𝑏𝑦

𝜌ℎ
+ 𝑓𝐶𝑜𝑟𝑢 (3) 

where u and v are depth integrated velocity components in x and y directions respectively, g 
is gravitational acceleration, z is the water surface elevation, 𝜌 is water density, h is the local 
water depth, 𝑓𝐶𝑜𝑟 is the Coriolis parameter, 𝜏𝑥𝑥,  𝜏𝑥𝑦,  𝜏𝑦𝑥 𝑎𝑛𝑑  𝜏𝑦𝑦  are the depth integrated 
Reynolds stresses and 𝜏𝑏𝑥, 𝜏𝑏𝑦 are shear stresses on the bed surface. The Coriolis parameter 
𝑓𝐶𝑜𝑟 was ignored in this analysis because it has no significant influence for small areas (Dutta 
et al., 2010).  

The DEM, river location, initial water surface elevation, discharge, and Manning’s 
roughness coefficient are the basic input data requirements for operating the CCHE2D 
model. In addition to the initial conditions, the boundary conditions are applied at the inlet 
and outlet sections. The flow discharge was defined as a constant valuee for simulation as 
the inlet boundary condition, and the water surface level was defined for the model as a 
outlet boundary cconditions. Grids to represent flow depth and flow velocity at any time 
increment specified by the user compensate the CCHE2D model’s output. Grid sensitivity 
study has been performed to work out the specified number of grid points and their 
distribution by refining the grid points. 

4. Results and Discussions 
DEM file in ASCII format was gridded numerically and algebraically. The export results 
from the mesh editor are given in Figure 3 that shows the bed elevation with minimum and 
maximum values of 32.79 m and 67.24 m, respectively. The CCHE2D mesh generator was 
used to interpolate the bed height at random. In order to reduce adverse depths, the 
beginning water level was higher than 32.79 m for the purpose of this study. The results of 
the CCHE2D-GUI’s flow simulation are shown in Figure 4. The largest long-term monthly 
average is shown together with the water surface elevation in metres after a simulation time 
longer than a day. 

 
Figure 3. Initial bed elevation (m) generated by CCHE2D 
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Figure 4. Water surface profile at  90𝑜 meander (a) Q=68 m3/s, (b) Q=102 m3/s 

In various cross sections of the 90° river bend from the study stretch, Figure 5 shows the 
cross-profiles of the water surface computed from the CCHE2D numerical model. Due to the 
presence of secondary currents in the bend, the gradient of the water surface increases to the 
outer bank. The results show that at a flow of 102 m3/s, the water surface level rises 
upstream and attain maximum depth of 6.38 m, while the water depth at the edge of the 
river is almost zero. The large depth provides information about the size of the river carrying 
a significant amount of flow. Using more reliable inputs, such as bathymetric data, which 
can modify the depth results and provides more accurate data on the submerged surfaces 
The maximum water depth, specific ”Isch’rge, velocity, Froude numbers and total shear 
stress are reached very near the centreline of river. The results show that the minimum water 
depth for the reach of study is 0.001 m, and the associated low-depth zones, there is no 
stream velocity. The muddy area inside the Gomati boundaries, where the discharge is most 
likely to occur on a long-term monthly average, is shown by this depth. The numerical 
results demonstrate that as flow enters the curve, centrifugal force leads the water surface to 
locate a transversal slope. Figure 6 shows the water depth profiles based on six roughness 
coefficients of 0.015, 0.020, 0.025, 0.030, 0.035, and 0.040 that were obtained from the 
CCHE2D model and observed data. It can be shown that both the water depth profiles of 
numerical model and the observational data show a regular trend for different roughness 
coefficients. The water depth profile of the Gomati River reach was analysed in order to find 
the optimum roughness coefficient. Two components of the linear correlation coefficient I 
and coefficient of determination(𝑅2), as specified by Eq. (4) and Eq. (5), were used in 
statistical analysis to compare the observed and simulated data for all tests in accordance 
with Figure 6. 

Correlation (𝑟) = 𝑁 ∑ 𝐴𝐵 − (∑ 𝐴 ∑ 𝐵) [(𝑁 ∑ 𝐴2) − (∑ 𝐴)2]⁄ [𝑁 ∑ 𝐵2 − (∑ 𝐵)2]0.5 (4) 

RSQ (𝑅2) = ∑ (𝐵 − �̅�)2𝑗
𝑖 ∑ (𝐴 − �̅�)2𝑗

𝑖⁄   (5)  

where B is the simulated variable, A is the observed variable, �̅� is the sample mean of A value, 
and N the total number of variables. 

 

(a) (b) 
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Figure 5. Cross-profiles of water surface at 90𝑜 meander (a) Q=68 m3/s, (b) Q=102 m3/s 

Figure 7 shows that Manning’s roughness coefficients for low and high discharges (68 m3/s 
and 102 m3/s) lie within in the range of (0.015 ≥ 𝑛 ≥ 0.025). Due to the higher roughness 
coefficients (0.030 ≥ 𝑛 ≥ 0.040) and smaller depth for modelling, it can be said that the 
impact of roughness of the bed on flow is greater for low discharge and that the results are 
better and more accurate when compared to observational data. Therefore, lower roughness 
coefficients are more acceptable for low and high discharges.  

(a) 

(b) 
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Figure 6. Water depth elevation at 90𝑜 meander (a) Q=68 m3/s, (b) Q=102 m3/s 

 

 
Figure 7. The performance of the CCHE2D model for different Manning’s roughness 

coefficients (a) Q=68 m3/s, (b) Q=102 m3/s 

(a) 

(b) 

(a) 

(b) 
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Figure 8 shows the velocity profile for a specific discharge along the meandering path 
through the channel. In the early stages of the meander path, the region of still higher 
velocity is along the inner wall to the left of the channel section. The higher velocity moves 
toward the middle of the channel during the cross-over section, as is usually observed in 
straight channels. Based on this observation, a meandering channel acts like a straight 
channel just before the cross-over section. The higher velocity goes to the right of the channel 
section at sections after the cross-over; this is outer wall of the channel section (Figure 9). 

 
Figure 8. Velocity vector at 90𝑜meander (a) Q=68 m3/s, (b) Q=102 m3/s 

 
Figure 9. Cross-profiles of velocity at 90𝑜meander for 102 𝑚3 𝑠⁄  discharges (a) Q=68 m3/s,  

(b) Q=102 m3/s 

(a) (b) 

(a) 

(b) 
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The boundary shear force distribution along the channel bed directly affects the flow 
characteristics of an open channel flow. Throughout the bend, the shear stress generally 
increases with flow and peaks at its highest levels during the highest discharge (Figure 10). 

 
Figure 10. Shear stress at 90𝑜 meander (a) Q=68 m3/s, (b) Q=102 m3/s 

The total specific discharge (m2/s) is at its highest along the centreline of the river, as per 
Figure 11 of the present work, that examines the influence of parameters like specific 
discharge and Froude number on the flow dynamics.  

 
Figure 11. Total specific discharge  at 90𝑜meander (a) Q=68 m3/s, (b) Q=102 m3/s 

Figure 12 shows the Froude number mapping, which indicates that the flow in the upstream 
reach is subcritical (𝐹𝑟 < 1), but that it becomes supercritical (𝐹𝑟 > 1) as a result of the 
obstruction in the contraction area upstream. The current study confirmed that the majority 
of the flow in the channel reach is subcritical. 

 
Figure 12. Froude number at 90𝑜 meander (a) Q=68 m3/s, (b) Q=102 m3/s 

 

(a) (b) 

(a) (b) 

(a) (b) 
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4. Conclusions 
In this study, the flow attributes at a Gomati River bend have been numerically solved using 
the CCHE2D model. The numerical results were simulated using field data. According to the 
model results, the roughness factor values of 0.030–0.040 will have better results, and for 
medium and high discharges, the roughness factor ranges of 0.015–0.025 will provide results 
that are more accurate. The simulation results also imply that, the average velocity for the 
discharges of 68 m3/s and 102 m3/s in the study reach is 0.56 m/s and 0.77 m/s, respectively. 
Additionally, the average shear stress for the two discharges mentioned above is 27.99 and 
35.62 N/m2, respectively. The analysis demonstrates that the water surface and the highest 
velocities in the river arch evolve toward the outer bank. The present study results show that 
the model is efficient to simulate wide range of flow parameters in riverine system and can 
better predict sedimentation and erosion. Therefore, the results of this numerical models are 
reliable and useful in the engineering and operational projects of the Gomati River. 
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